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1. Introduction
1.1. General motivation

A regional governor is faced with the decision whether to permit the construction of a factory in his area. To evaluate a
major uncertainty in the choice - the possibility of damage to the district farming area (which specialises in maize) - he
commissions meteorologists to estimate the probability that the gases emitted by the proposed factory, which are known
to damage crops, reach the farming area. Although there is a fair amount of disagreement among the experts, the gover-
nor considers that a value of at most 10~ for the probability is quite representative of the opinions. On the basis of this
probability estimate and his utilities for the relevant consequences, which he determines using standard decision-analysis
techniques, he decides to grant permission for the construction. However, the project falls through, and a different project
comes before him for the same land, namely to use it for GM maize crops (which are wind pollinated). Evaluating the pos-
sible consequences as before, it becomes clear that, while many aspects are analogous to those for the factory, the orders of
magnitude are far greater: both the advantages of allowing the development and its main potential undesirable consequence
- cross-pollination of GM crops with non-GM crops - are larger by a factor of a thousand, in the governor’s opinion. As
concerns the probability that pollen from the GM crops arrives at the non-GM farming area, the experts guarantee that
this is the same as the probability of fumes from the factory arriving at the maize fields, since both depend on the same
meteorological factors. Were the governor to decide as before, using his utilities and the 10~ estimate adopted previously,
he would approve the GM project. However, he is uncomfortable with this choice. Although he was happy to rely on the
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probability estimate of at most 10~ for the decision involving the factory, he is not sure enough in this estimate when it
comes to deciding about the GM crops: after all, given the potentially grave consequences of GM infection, the stakes are
higher in the latter decision.

At first glance, it may seem that the governor is violating one of the tenets of decision theory, namely the separation
of beliefs and tastes. The standard normative theory of decision prohibits altering the beliefs, or probability judgements,
used depending on the decision faced. However, this theory ignores the fact that decision makers may be more or less
confident in the beliefs which inform their decisions, and that confidence in beliefs is potentially relevant for decision
making. Rather than using different beliefs in the two decisions, the governor could be understood as demanding different
levels of confidence in the beliefs he uses. When the stakes are mediumly high - at worst the agricultural yield suffers for a
(relatively) short period due to pollution - he allows himself to rely on a judgement — that the probability is at most 10>
- which he is not confident enough in to invoke when the stakes are higher - when the worst that can happen is that
the GM genes infect the non-GM population. In the light of these considerations, the governor ceases to appear irrational.
Indeed, he can be understood as invoking the following, perfectly reasonable maxim: the more important the decision, the
more confidence is required in a belief for it to play a role in that decision.

The main aim of this paper is to develop a decision rule based on this maxim. This rule should be normatively plausible,
as well as simple and tractable, and hence applicable to decisions such as the one considered above. Such a decision rule
would be able to incorporate the intuitions just mooted, without violating general principles of rationality, such as the
separation of beliefs and tastes.

A decision rule of this sort may be useful for prescriptive purposes in several domains. In decisions about policies to
adopt in the face of climate change, for example, the stakes are high and the probabilities are uncertain; the same goes
for other domains where the Precautionary Principle has been an object of debate.’ A decision rule of the sort considered
here naturally applies in such cases, and recommends only relying on probability judgements in which one has enough
confidence to match the gravity of the potential consequences.

Moreover, the rule may have implications for the use made of conclusions of statistical studies (in classical statistics).
Often, confidence intervals at a standard fixed level (for example, the 95% level) are used to inform decisions. The proposed
decision rule would suggest that one may vary the confidence intervals one uses in decisions: whereas if relatively little is
at stake one may use confidence intervals at, say, the 90% level, if there is a lot at stake one might insist on relying only on
intervals that are at, say, the 99% level.

Finally, the theory developed below may be descriptively relevant. Consider the case of an investor who invests in a
start-up drug firm whose major product is a new vaccine which has just come out on the market amid some controversy,
though he refuses to let his daughter take the vaccine. This is naturally taken account of under the proposed rule: the
investor is confident enough in his judgement about the probability that the drug will be a success to take the investment
decision on the basis of that judgement, but not confident enough to rely on it in the more important personal decision.

In this paper, we propose a formal model of a decision maker’s confidence in his beliefs and use it to develop a decision
rule that adheres to the maxim that the higher the stakes involved in a decision, the more confidence is required in a
probability judgement for it to play a role in that decision. In reality, a family of such decision rules can be defined on
the basis of the model of confidence proposed, and the main purpose of the paper is to promote this family. To this
end, and for the sake of concreteness, we perform an in-depth axiomatic study of a single, natural member of the family.
Perhaps surprisingly given the simplicity of the model and the maxim on which it is based, it corresponds to relatively
attractive properties of preferences, which are essentially stakes-corrected versions of standard axioms. Moreover, it provides
a full separation of utilities, belief attitudes (including confidence in beliefs) and attitudes to choosing in the absence of
confidence. Relations to the standard criteria for comparative ambiguity aversion are also examined. Prior to the formal
analysis, we further motivate the need for a new model to capture the role of confidence in beliefs in decision by relating
it to a well-known behavioural axiom, and present informally the main aspects of our proposal, as well as connections with
existing literature.

1.2. Confidence and behaviour: an example

The relevance of confidence in beliefs for decision making in accordance with the maxim mentioned above is particularly
evident behaviourally in certain violations of Gilboa and Schmeidler’s (1989) C-independence axiom. Under the assumption
of linear utility for money, this axiom basically states that preferences between a pair of acts (that is, functions from states
to consequences) are unaffected by multiplying the values of the consequences delivered by the acts by a positive number
and by adding a constant to them. In order to see the relevance of this property for confidence, let us consider a precise
example that can be thought as a stylised version of the governor’s decision described at the beginning of the paper.?

2 One specificity of such decisions, which plays a role in many analyses, is the irreversability of the consequences of actions. This of course implies that
the stakes are higher than they otherwise would be: one cannot undo tomorrow what has been done today.
3 Formal definitions and technical details in a general framework, as well as related discussion, are given in Section 2.
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Colour of ball drawn from urn

Blue Red
f 10M —1000 M
ps —-0.1M —-0.1M
af+n 1I0Mxa+n —1000 M x @ + 1
oap+n —01Mxa+n —01Mxa+n
g 10000 -1M
Po 0 0

Preferences incompatible with the maxmin EU model: f < po and g > po.
Preferences incompatible with the smooth model: above, f ~ py and af +n ~apy +n
whenever —1000 M x o +1 < —10 M.

Fig. 1. Bets (values in dollars, ‘M’ stands for ‘million’).

Suppose that the governor has linear utility,* and consider an urn in which he is told that there are one million balls,
each of which is coloured either red or blue. He knows for sure that at least 990000 balls in the urn are blue, and that
at least one ball in the urn is red. Moreover, his advisers (who are experts on urns, but have not been able to count the
balls in this urn) estimate that at most ten of the balls in the urn are red. Given this situation, consider how he prices
the bet f given in Fig. 1 - that is, consider the value for which he is indifferent between receiving that value for sure
and playing the bet. Suppose for example that he prices the bet at —$0.1 M (this is given in Fig. 1 in the line py). It
follows from C-independence that the governor should be indifferent between « f +n and ap + 7 in Fig. 1 for any positive
« and any 71.°> For example, to satisfy this axiom, he must price the bet g, which yields $10000 if the ball is blue and
—$1 M if the ball is red, at —$100 (take oo = 10~3 and 7 = 0). More generally, C-independence implies that whenever the
governor gives f a negative price (and so prefers pg in Fig. 1, which yields $0 for sure, to f) then he must do the same for
the bet g. This is at odds with the behavioural pattern described in the previous section. The urn could be thought of as a
stylised representation of the meteorological conditions and the governor’s information concerning them, the bet g could be
considered as a stylised version of the option of allowing the construction of the factory, and the bet f could be considered
as analogous to the option of allowing planting of GM crops. As noted previously, it does not seem unreasonable for the
governor to reject the GM project (i.e. to prefer po to f), whilst accepting the construction of the factory (i.e. preferring g
to po), and this is incompatible with C-independence.

Since the governor’s pattern of choice in this example violates C-independence, it cannot be captured by decision models
satisfying this axiom, such as the standard expected utility model and the maxmin expected utility model of Gilboa and
Schmeidler (1989).° Indeed, for the purposes of gaining intuition, it may be useful to consider the choices in the light of the
latter model, which evaluates an act by the lowest expected utility calculated over a fixed set of probability measures. In
the example considered, the lowest expected utility is attained with the highest probability of the ‘bad’ event, namely the
drawing of a red ball. The indifference between f and py is consistent (under the assumption that utility is linear) with the
use of 0.01 as the highest possible probability of getting a red ball. So, in pricing the bet this way, the governor takes the
worst probability out of those that, for all he knows, may be relevant; in doing so, he ignores his advisers’ estimates. (Recall
that he knows for sure that there are at most 10 000 red balls in the urn.) If, on the other hand, he gives g a positive
price, this would correspond in the maxmin expected utility model to him taking as worst-case probability of drawing
a red ball a value which is lower than 0.01 (and more precisely, lower than %). This does not seem unreasonable:
indeed, if he relied on his advisers’ estimates in that decision, the worst-case probability would be 10>, and he would
price the bet at $9989.90. Hence, although the maxmin expected utility representation does not allow the use of different
worst-case probabilities for different decisions, one can understand why one might want to use them: in the high-stakes
decision (concerning f), one is not confident enough in the advisers’ estimates of the worst-case probability to rely on them,
whereas in the lower-stakes decision (concerning g), one is confident enough in the estimates to use them, and hence to
work with a lower worst-case probability for the ‘bad’ event.

Although some more recent decision models do not satisfy C-independence, it is not clear that they can capture the
sorts of violations that appear to be related to confidence as just described. To illustrate this, consider the popular smooth
ambiguity model proposed by Klibanoff et al. (2005) and others (see Section 1.4), and the following extension of the example
given above. Suppose that, beyond the preferences detailed above, the governor is indifferent between « f +n and aps + 7
whenever the worst consequence of the bet « f + 1 is below —$10 M. As noted, this can be understood as him ignoring his
advisers’ estimates and evaluating the bet using the worst probability value out of those that may be relevant given what he
knows for sure about the urn. Moreover, such preferences appear to be coherent with his other behaviour: decisions where
he could lose more than $10 M are considered to involve very high stakes, and he is not confident enough in his advisers’

4 Of course, this assumption is not essential to the example, but is made for ease of presentation. To dispense with it, it suffices to interpret the values
of consequences presented below as given in utiles, or consider that the ball drawn from the urn determines the composition of a second urn in such a
way that the utility values of the second lottery coincide with those given.

5 Under the assumption of linear utility, these acts correspond to mixture of f (resp. p) with %, in the sense that will be defined in Section 2.1.

6 A large class of models satisfying this axiom - those of invariant biseparable preferences - is studied in Ghirardato et al. (2004). As they note,
C-independence essentially corresponds to a property of functional representations called constant linearity.
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Fig. 2. Confidence ranking and confidence in probability judgements.

estimates to rely on them in such decisions. However, as shown in Appendix B, whenever the decision maker is ambiguity
averse, the set of preferences just described (see Fig. 1) is inconsistent with the smooth ambiguity model. To the extent that
these preferences do not seem prima facie unreasonable, and may even match some basic intuitions about confidence, this
suggests that the smooth ambiguity model, although it allows for some violations of C-independence, cannot fully capture
the role of confidence in decision making.

As we shall see in Section 2.2, the weakening of the C-independence axiom, in a sense compatible with the consid-
erations made above, turns out to be the central axiomatic difference between the model proposed here and comparable
models. It is to this proposal that we now turn.

1.3. The proposal

The first part of the proposal consists of a representation of a decision maker’s confidence in probability judgements, that
is, in statements concerning probabilities, such as ‘the probability of failure of a central element in a nuclear installation is
greater than 0.0002'. For this, we use a nested family of sets of probability measures, which we call a confidence ranking.
The sets in the nested family can be thought of as corresponding to levels of confidence - the larger sets correspond
to higher levels of confidence. To each set in the confidence ranking, there corresponds a set of probability judgements,
namely those which hold for all probability measures in the set. This can be thought of as the set of probability judgements
which the decision maker holds with the corresponding level of confidence. So for each level of confidence, the confidence
ranking delivers a set of probability judgements in which the decision maker has this much confidence. Note that the larger
the confidence level in question, the larger the corresponding set of probabilities measures and thus the fewer probability
judgements hold for all probability measures in this set. Hence, under this representation, for higher confidence levels, fewer
probability judgements are held with those levels of confidence, as one would expect. A probability judgement that holds for
some set in the confidence ranking is endorsed by the decision maker, although he may have only very little confidence in
it. Conversely, for a given probability judgement, the more sets in the family which are such that the probability judgement
holds for all probability measures in the set, the more confident the agent is in that judgement. Just like the probability
measure in the standard Bayesian theory of decision under uncertainty, a natural reading of a confidence ranking is as a
subjective element capturing the decision maker’s beliefs and his confidence in them.

To illustrate, suppose that a decision maker has data to estimate the probability that a certain element in a nuclear
reactor will fail under extreme conditions. Upon calculation, he finds that the confidence interval is [0.0002, 0.0005] at the
95% level, and that it is [0.00005, 0.00065] at the 99% level. If he forms his judgements solely on the basis of these data, one
might expect him to be more confident that the probability of failure (p(F)) is less than 0.00065 than that the probability
is greater than 0.0002. This can be represented by a confidence ranking where, for every set in the ranking such that p(F)
is greater than 0.0002 for all probability measures in the set, p(F) is less than 0.00065 for all probability measures in the
set. Such a confidence ranking is illustrated in Fig. 2: the points are probability measures, the concentric circles represent
the sets of probability measures in the confidence ranking and the shaded areas are the sets of probability measures where
p(F) is greater than 0.0002 and less than 0.00065 respectively.” The fact that p(F) < 0.00065 holds for more of the sets in
the confidence ranking that p(F) > 0.0002 captures the higher confidence in the former probability judgement than in the
latter one.

A noteworthy property of this representation of confidence in beliefs is that it involves only an ordinal structure on the
space of probability measures.® In this sense, the model is simpler than other recent models of decision under uncertainty,

7 1t would have been more accurate to represent these latter sets of probability measures by half-planes; the current diagram is preferred because it
makes the comparison between them clearer and more suggestive.
8 As shown in Proposition 2 in Appendix A, a confidence ranking corresponds to an order on the space of probability measures. See also Section 2.1.
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which, as discussed in Section 1.4, require a structure on the set of probability measures with a certain degree of cardinality.
Consequently, if one wished to use the model to aid decision making, one need only elicit an ordinal structure from a
decision maker to capture his confidence, rather than deal with cardinal confidence comparisons.

The second part of the current proposal is a decision rule which uses this representation of confidence and which trans-
lates the maxim that the higher the stakes, the more confident one must be in a probability judgement for it to play a role in
the decision. Consider a function that associates to each possible value of the stakes involved in a decision a set in the confi-
dence ranking. We call such a function a cautiousness coefficient. Since a set in the confidence ranking corresponds to a level
of confidence, this function can be thought of as representing the level of confidence required for a probability judgement
to play a role in a decision with given stakes. (As will be shown in Section 3, this function captures the decision maker’s
attitude to taking decisions in the absence of confidence.) In particular, for any probability judgement that holds throughout
the set of probability measures picked out by the cautiousness coefficient, the decision maker is confident enough in that
judgement to use it in a decision with the given stakes. Hence a decision rule that uses such a function to pick out a set of
probability measures and uses this set of probability measures in the decision captures the maxim mooted above.

What has been said so far constitutes the nub of the current proposal. It does not yield a single decision model but
rather a recipe for generating models. In particular, two elements remain to be specified: the decision rule that the decision
maker uses once he identifies the appropriate set of probability measures, and the notion of stakes he uses to assign to a
decision the stakes involved in it. Different choices of decision rules and notions of stakes yield different decision models
conforming to the maxim proposed above. As stated previously, the main concern here is to promote this family; however,
for concreteness, we shall focus the analysis on one particular member. Namely, we concentrate on the simplest and most
common decision rule using sets of probability measures, the maxmin expected utility rule (Gilboa and Schmeidler, 1989).
We take as the stakes involved in the choice of an act the worst consequence that the act could yield. Both of these
choices are reasonable: on the one hand, the maxmin expected utility rule has been widely vaunted as characterising
careful decision making, whereas on the other hand it seems reasonable that the worse the worst consequence of an act,
the more the decision maker has to lose on choosing it, and so the higher the stakes. Section 4 contains a brief discussion
of other possible decision rules and notions of stakes.

Concretely, for a cautiousness coefficient D, and a function o assigning to each act a level of stakes that varies inversely
with the worst potential consequence of choosing the act, we consider a decision rule such that the agent (weakly) prefers
act g to act f if and only if:

o min_ g u(f().p(s) < o min g u(g(s)).p(s) (1)

To illustrate this rule, consider the decision about the sort of technology to use in a nuclear installation. To decide
according to the rule, a decision maker has to first ascertain the stakes involved in the choice, which, in the specific model
considered here, correspond to the worst possible consequence. For example, the stakes could correspond to a major nuclear
accident. Then he needs to determine how much confidence to require in a probability judgement to use it in a decision of
such gravity. If his confidence over probability measures is calculated solely on the basis of data using confidence intervals
(as in the example above), this corresponds to assigning a confidence level which he will use. For example, he may decide
that the appropriate set of probability measures will be those corresponding to the confidence interval at the 99.9% level.
Then he would evaluate a technology by the minimum expected utility taken over this set, which, given the very low utility
of a nuclear accident, boils down to using the worst-case probability for an accident in the interval.

Note that, were the decision maker considering whether to use a similar technology in another installation with extreme
conditions — a smelting plant, for example - this procedure allows him to use the same data differently. For example, if
the consequences of failure in the smelting plant are deemed less serious than the consequences of failure in a nuclear
installation, then he might allow himself to use probability judgements in which he is less confident. Concretely, this would
translate into using, say, the confidence interval at a 95% level, which may lead to different choices of technology.

It is clear that this sort of rule can capture the sort of behaviour mentioned in the example given at the beginning
of the paper and developed in Section 1.2. Since the worst consequence of allowing the planting of GM crops (or of bet
f in Fig. 1) is worse than that of allowing the construction of the factory (respectively, of g), the stakes are higher, so
more confidence is required, which implies the use of a larger set of probability measures. As noted in Section 1.2, the
use of a more pessimistic probability estimate, which is an immediate consequence of a larger set of probability measures
in the context of the maxmin expected utility rule, is entirely consistent with the behaviour described in these exam-
ples.

1.4. Related literature

The proposed model can be thought of as a refinement of the maxmin expected utility model of Gilboa and Schmeidler
(1989), according to which the decision maker maximises the minimum expected utility over a single, fixed set of probabil-
ity measures. This model is too simple to capture the role of confidence in decision: were it to be thought of as a model of
confidence in probability judgements, confidence would be an all-or-nothing affair - for any probability judgement, either
the decision maker is fully confident of it or entirely unsure about it. Something more than a single set of probability mea-
sures is required to capture different levels of confidence; the model proposed here goes ‘one level up’ and takes a family of
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sets. One consequence of using a single set of probability measures is that the maxmin model cannot capture the relation
between the confidence in the probability judgements used and the stakes involved in the decision, which is central here;
another consequence is that it does not admit a clean separation of beliefs and attitude to ambiguity, whereas, as shall be
shown in Section 3, the model proposed here does. Finally, as noted in Section 1.2, the maxmin expected utility represen-
tation implies that preferences satisfy C-independence, which appears incompatible with certain patterns of behaviour that
are naturally related to confidence; by contrast, the proposed model only satisfies a weakened version of C-independence
(see Section 2.2), and can comfortably account for such patterns.’

By contrast with the maxmin model, other more recent models in the literature do involve a notion of ‘degree’ on
probability measures, but they are all structurally richer than the one proposed here. For example, Klibanoff et al. (2005),
Nau (2006), Seo (2009), Ergin and Gul (2009) propose models that use a probability measure over the set of probability
measures rather than a nested family of sets. In this sense, their models are cardinal at the second-order level, whereas ours
is ordinal. As anticipated above, the structural parsimony of the current model may be seen as an advantage, in particular
for prescriptive applications. For someone who wishes to decide using the rules just cited, he needs to fix upon a probability
measure over the set of probability measures and a transformation function (above and beyond the utility function) that
assigns to each expected utility value a real number. By contrast, all that is required under the proposed model is to pick
out, given the stakes involved in the option, the set of probability measures that corresponds to the confidence level that
the agent deems appropriate for those stakes.

Similar points hold for the variational preferences model of Maccheroni et al. (2006) as well as the confidence preferences
model of Chateauneuf and Faro (2009). Like the second-order probability models mentioned above, these models require
some cardinal structure on the space of probability measures, whereas only an ordinal structure is needed here. Hence, for
application in decision analysis, the model proposed here promises to be more tractable. Moreover, these models fail to
separate beliefs from tastes for ambiguity, whereas the model proposed here does.

None of the models discussed above explicitly propose a dependence between the probability judgements used in a
decision and the stakes involved in the choice; the role of various probability measures is always determined in some
more complicated way. It is thus not surprising that the current model is not a special case of the aforementioned ones,
as can be seen from the axiomatisation and the discussion in Section 1.2. The same holds for the models proposed in the
literature on robustness and in particular for the multiplier and constraint preferences models proposed by Hansen and
Sargent (2001) (which can be thought of as special cases of the variational and maxmin models discussed above). Gajdos et
al. (2008) propose an extension of the Gilboa and Schmeidler (1989) model that allows different sets of probability measures
to be used in the evaluation of acts, but these sets are derived from an ‘objective’ set of probability measures (modelling
information) which is given exogenously, rather than being generated endogenously from the stakes involved in the act, as
is the case under the current proposal.

2. Representation
2.1. Preliminaries

We use the standard Anscombe-and-Aumann framework, as adapted by Fishburn (1970). Let S be a non-empty finite
set of states, with X the algebra of all subsets of S, which are called events. A(X) is the set of probability measures
on (S, X). Where necessary, we use the Euclidean topology on A(X). X is a non-empty set of outcomes; a consequence
is a probability measure on X with finite support. A(X) is the set of consequences. Acts are functions from states to
consequences; A is the set of acts. So, for an act f, and a state s, f(s) is a lottery over X with finite support; for a utility
function u over X, we will denote the expected utility of this lottery by u(f(s)) = ersupp( £(s) f(&)X)u(x). A is a mixture
set with the mixture relation defined pointwise: for f, h in A and o € i, 0 < o < 1, the mixture « f + (1 —a)h is defined by
(af +Q—a)h)(s,x) =af(s,x)+ (1 —a)h(s,x) (Fishburn, 1970, Ch. 13). We will often write fy,h as short for o f + (1 —«)h.
With slight abuse of notation, a constant act taking consequence c for every state will be denoted ¢ and the set of constant
acts will be denoted A(X).

We assume a preference relation < on A; ~ and < are defined to be the symmetric and asymmetric components of <.
Null events and null states are defined in the usual way.'° We use the following notation.

Definition 1. For f € A, f € A(X) is any f(s) that is <-minimal over the non-null s € S.

Intuitively, f is a constant act that is <-equivalent to the worst consequence that f takes on non-null states.'! Recall
that this corresponds to one way of fleshing out the notion of the stakes involved in the choice of an act f: the worse the

9 The maxmin expected utility model is discussed here because it is the closest to representation (1). Many of the points hold for similar models, such
as the a-maxmin model, which can be used to develop other members of the family of decision models described above. See also Section 4.

10 An event A is null if, for any acts f and f’ differing only on A, f ~ f’. A state s is null if the singleton event {s} is null.

11 Although f is not uniquely defined, it is defined up to ~, which is all that is required for the axioms to have unambiguous meaning. This allows us to

speak of f in the singular, which is useful for expositional purposes.
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worst possible consequence of the act, the more the decision maker has to lose in choosing it and the higher the stakes
involved in the choice. The particular decision rule considered below will take the stakes involved in the choice of an act to
be the lowest utility that could result from the act after resolution of the uncertainty about the state of the world (that is,
the utility of f ).12 As noted in the Introduction, we consider this notion of stakes solely for the purposes of concreteness,
and with no intention to suggest that it be considered the best or only reasonable notion of stakes; see Section 4 for
discussion of other possible notions. In the exposition below, we shall say that f has higher, lower or the same stakes as g
if f<8 f»8or f~g respectively.
The following notion is central.

Definition 2. A confidence ranking & is a nested family of closed, convex subsets of A(X). A confidence ranking & is
continuous if, for every C € &, C =Jzsccc O =Nzscoc €12 1t is centered if it contains a singleton set.

As mentioned in the Introduction, confidence rankings represent decision makers’ beliefs, and in particular their con-
fidence in probability judgements. The sets in the confidence ranking can be thought of as corresponding to levels of
confidence. The higher the level of confidence in question, the larger the set: this translates the fact that one is confident of
fewer probability judgements to that level of confidence. Confidence rankings are ordinal structures; indeed, Proposition 2
in Appendix A shows that to any confidence ranking there corresponds a weak order on the space of probability measures
with appropriate properties and to any such order there corresponds a confidence ranking.

The convexity and closedness of the sets of probability measures in the confidence ranking are standard assumptions
in decision rules involving sets of probabilities. The continuity property guarantees a continuity in one’s confidence in
probability judgements: it ensures, for example, that one cannot be confident at a certain level that probability of an event
A is in [0.3,0.7] and then only confident that the probability is in [0.1,0.9] at the ‘next’ confidence level.'*

The centredness property of the confidence ranking implies that, if the decision maker were forced to give his best
estimate for the probability of any event, he could come up with a single value (and these values satisfy the laws of
probability), although he may not be very confident in this value. In some situations this assumption may seem reasonable,
whereas in others it may be less acceptable; in the representation result (Theorem 1), there is an axiom that is necessary
and sufficient for this property, so the property receives a behavioural characterisation.

Finally, we define a cautiousness coefficient for a confidence ranking & to be a surjective function D : i — Z that pre-
serves order, that is, such that for all r,s e ), if r <s, then D(r) C D(s). D assigns to a given level of stakes involved in
the choice of an act a level of confidence that is required in probability judgements in order to use them in the evaluation
of the act. This level of confidence corresponds to the appropriate set of probability measures in the confidence ranking.
The fact that D is order-preserving corresponds to the intuition that the higher the stakes, the higher the confidence level
required of probability judgements for them to play a role in the choice (and so the larger the relevant set of probability
measures). Surjectivity of D basically attests to the behavioural nature of the confidence ranking: it implies that for each
set of probability measures in the ranking, there will be a level of stakes, and hence an act, for which it is the relevant set
for evaluating that act.

We consider a decision rule according to which the decision maker ranks acts f by the following criterion:

min Zu(f(s)).p(s)

peD(@(f) 4

where o (f) = —u(f) is the stakes involved in the choice of f. As noted in the Introduction, this translates the idea that
for each level of stakes (o (f)), the decision maker selects those probability judgements which he believes with confidence
corresponding to those stakes (the judgements which hold for all probability measures in D(o (f))) and only uses those in
evaluating the act (he takes the maxmin over D (o (f))).

2.2. The representation

Consider the following axioms:
Axiom A1 (Weak order). Forall f,g,he A:if f < gand g < h, then f <h;and f xgorg< f.

Axiom A2 (S-Independence). Forall f € A, c,d € A(X) and o € (0, 1):

(i) if

f, then f = c implies f,d = cod;
(i) ifd < f

d=
d < f, then f < cimplies fod < cqd.

12 The non-nullness clause in Definition 1 ensures that acts that differ only on null states are considered as having the same stakes, as seems reasonable.
13 For a set X, X is the closure of X. Note that the union of a nested family of convex sets is convex.

14 The continuity property used in the definition has been recognised as the appropriate notion of continuity for nested families of closed sets in Kura-
towski (1938, pp. 19-20). I thank Massimo Marinacci for this reference.
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Axiom A3 (Continuity). For all f, g, h € A, the sets {@ € [0,1]| foh < g} and {« € [0, 1] | foh = g} are closed in [0, 1].

Axiom A4 (S-Monotonicity). For all f,g e A, c,d € A(X) and « € (0, 1] with f ~ gx\d and god ~ cod, if f(s) < g(s) forallse S,
then f < c,andif f(s) = g(s) foralls € S, then f = c.

Axiom A5 (S-Uncertainty aversion). For all f,g € A, c,d € A(X) and o, 8 € (0,1) with f ~g~ (@d, if f~g~c then
(fag)pd = cpd.

Axiom A6 (Non-degeneracy). There exist f, g € A such that f > g.

Axiom A7 (Centering). There exists c,d € A(X) with d > c such that, for all f, g,h € A with f, Q,fl =candalla € (0,1), f X giff
fah < gah.

Axioms A1, A3 and A6 are standard. To motivate and explain Axioms A2, A4 and A5, it is helpful to compare them to
the corresponding axioms for the maxmin expected utility model (Gilboa and Schmeidler, 1989), which are as follows:

Axiom A2’ (C-Independence). Forall f,ge A, de A(X)anda € (0,1), f < g iff fod < gad.
Axiom A4’ (Monotonicity). Forall f,g e A, if f(s) < g(s) foralls € S, then f < g.
Axiom A5’ (Uncertainty Aversion). Forall f,ge A, o € (0,1),if f ~ g then fog = f.

Gilboa and Schmeidler (1989) established that A1, A3, A6, A2’, A4’ and A5’ characterise maxmin expected utility pref-
erences (which differ from representation (1) only in that the set of priors over which the decision maker is minimising is
fixed rather than variable according to the stakes). As suggested in Section 1.2, the central axiomatic difference between the
standard maxmin model and the model considered here lies in the independence axiom.!> Note firstly that mixing an act f
with a constant act d is a way of changing the stakes involved: in particular, if d is below the worst consequence of f ( f ),
then mixing with d raises the stakes (the worst consequence of f,d is worse than the worst consequence of f); conversely,
if d is preferred to f then mixing with d lowers the stakes. In the light of this, C-independence (A2’) basically states that
the evaluation of an act is independent of the stakes involved. In particular, it implies that if f ~ ¢ for some constant act c,
then fyd ~ cqd for all @ and d, which is tantamount to saying that if f is considered as indifferent to c, then they will
be considered as indifferent even if evaluated after shifting the stakes up or down by any amount (by taking appropriate
mixtures). However, the maxim which guides the proposal made here consists precisely in the idea that the evaluation of
acts, and thus preferences between acts, may change upon changes in the stakes involved. From the point of view of this
maxim, the C-independence axiom establishes an unwarranted independence of preferences from stakes, and as such must
be weakened.

The S-independence (for Stakes-corrected independence) Axiom A2 captures exactly the sort of weakening one would
expect. The first clause basically says that if one lowers the stakes, by mixing an act with a constant act that is preferred to
its worst consequence, then the act cannot be evaluated any worse than it was before (if it is preferred to a constant act,
its mixture is preferred to the appropriate mixture of the constant act). The second clause deals with the other case: it says
that if one raises the stakes, by mixing an act with a constant act that is less preferred than its worst consequence, then the
act cannot be evaluated any better than it was before (if it is less preferred than a constant act, its mixture is less preferred
than the appropriate mixture of the constant act). If one endorses the maxim proposed above and the caution inherent in
the maxmin expected utility rule, this axiom is eminently reasonable: as stakes increase, acts may be evaluated as worse
because one may no longer rely on probability judgements in which one does not have the required level of confidence,
and likewise as stakes fall, acts may be considered as better, because one allows oneself to invoke probability judgements
in which one did not previously have sufficient confidence.

To illustrate the difference between S-independence (A2) and C-independence (A2’), note that both imply that, for a
risk-neutral decision maker,'® if he weakly prefers a bet yielding a $1000 loss if event A occurs and nothing if not to a sure
$250 loss (acts f and c in Fig. 3), then he would weakly prefer the bet yielding a $50 loss if event A occurs and nothing
if not to a sure $12.5 loss (because the latter two acts are obtained from the former two by taking a 0.05-mix with the
constant act yielding $0). This is equivalent to saying that if he strictly prefers the sure loss to the bet where he could lose
$50, then he strictly prefers the sure loss when the amounts at stake are twenty times larger. However, C-independence also

15 Since C-independence is weaker than many of the independence axioms in the literature on decision under uncertainty, such as the standard indepen-
dence axiom (Anscombe and Aumann, 1963) and comonotonic independence (Schmeidler, 1989), the discussion here also applies to the comparison with
those models.

16 Alternatively, the example can be reformulated in terms of utiles instead of dollars, or using an urn whose composition is determined by whether the
event occurs or not, so that it holds irrespective of risk attitudes.
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A AC
f —1000 0
c —250 —250
g —50 0
d ~12.50 ~12.50

C-independence: d - g < c > f.
S-independence: d > g = c > f.

Fig. 3. S-independence.

imposes the converse relationship: if the decision maker strictly prefers the sure loss when he could lose $1000 by betting,
then he strictly prefers the sure loss if he could only lose $50 by betting. This is not necessarily reasonable, for the fact that
he avoids the bet when the stakes are high (when he could lose $1000) does not imply that he will not be willing to bet
when the stakes are lower (when he has less to lose). S-independence only implies a relationship between the preferences
in one direction, but not in this other, more controversial, direction.

As anticipated above, this axiom is the main difference between the proposed decision rule and many of the standard
rules in the literature on decision under uncertainty. In particular, if S-independence is replaced by C-independence, the
representation (1) reduces to the standard maxmin expected utility representation.

The S-monotonicity (for Stakes-corrected monotonicity) Axiom A4 can be understood as a distilled version of the stan-
dard monotonicity Axiom A4/, extracting the aspects that are independent of stakes. The standard axiom establishes an
implication from a (state-wise) dominance relation between a pair of acts to the appropriate preference over them; however,
in the light of the intuitions mooted above, there are two considerations supporting it. One involves a possible difference in
stakes: since g dominates f, the stakes involved in g can only be lower than those involved in f, and this might contribute
to it being preferred. The other is independent of this difference: even if g had the same stakes as f, it would be preferred.
S-monotonicity (A4) separates out the latter reason - which corresponds more closely to the standard intuition behind the
monotonicity axiom - from the former. Indeed, it states, in essence, that if g dominates f then g is preferred to f when
evaluated as if it had the same stakes as f, and likewise for the case where g is dominated by f. To see this, note that,
since mixing acts with constant acts may shift the stakes, one can use such mixtures to glean information about prefer-
ences at different levels of stakes. For example, for an act g and a constant act c, the preferences over the mixtures gqd
and cyd indicate the preferences between g and c at the stakes level given by the worst consequence of g,d. We can thus
speak of preferences over g and c at a given stakes level, understanding this as shorthand for speaking of preferences over
appropriate mixtures of g and c. Read in this way, the assumption in the S-monotonicity axiom states that g is indifferent
to ¢ at the stakes level corresponding to f; in other words, ¢ can be thought of as the ‘certainty equivalent’ of g when
evaluated at the stakes level corresponding to f. And so the first clause of the axiom states that if g dominates f, then it is
preferred to f when it is evaluated at the stakes level of f, whereas the second clause states that if g is dominated by f,
then f is preferred to it when it is evaluated at the stakes level of f. Hence S-monotonicity can indeed be thought of as
encapsulating the intuition behind the standard monotonicity axiom, whilst refining it to account for the issue of stakes. In
the presence of the other axioms (notably A2), it is easily seen to be a strengthening of the standard axiom.

Similar remarks apply to the S-uncertainty aversion (for Stakes-corrected uncertainty aversion) Axiom A5: it can be read
as stating essentially the same thing as the standard uncertainty aversion Axiom A5’, but for a fixed stakes level. In this case,
the restriction on the stakes level enters twice. On the one hand, the standard axiom applies to acts that are indifferent,
whereas the acts may have different stakes (and would not necessarily be indifferent if evaluated as if they had the same
stakes). S-uncertainty aversion only applies to acts f and g that have the same stakes. On the other hand, the standard
axiom demands that the mixture f,g be preferred to f; but, as in the case of the monotonicity axiom, such preferences
could be defended by appeal to the stakes involved in the acts (the stakes involved in the mixture can only be lower than
those involved in the initial acts), or by appeal to the preferences after having been ‘corrected for’ stakes. S-uncertainty
aversion isolates the second aspect, only demanding that f, g be preferred to f at the stakes level corresponding to f
(where the notion of preference at a given stakes level is cashed out in terms of mixtures as explained above). Summing
up these two points, the axiom basically states that whenever two acts having the same stakes are indifferent, then any
mixture is weakly preferred to the two acts when evaluated as if it had their stakes level; as claimed, this is essentially
the content of the standard uncertainty aversion axiom, restricted to a single stakes level. As such, A5 is faithful to the
principal intuition behind the standard axiom, which concerns preference for hedging. Indeed, the main cases where it
differs from the standard axiom involve no hedging. An example is given in Fig. 4: whilst the standard axiom implies that if
a risk-neutral decision maker'” is indifferent between acts f and g in Fig. 4, then he prefers h (which is a %—}1 mixture of
f and g) to both, S-uncertainty aversion is more liberal - it allows this pattern of preferences, without requiring it. As such,
the axiom proposed here seems more reasonable: whilst the preference pattern seems perfectly permissible, it is hard to
see why it should be an obligatory constraint on preferences, as the standard axiom demands. Certainly, given the absence

17 As above, the example could be reformulated in terms of utiles instead of dollars to avoid assumptions about risk attitudes.



684 B. Hill / Games and Economic Behavior 82 (2013) 675-692

A A
f 400 ~100
g 50 —25
h 312.50 —81.25

Standard uncertainty aversion: f ~g=h = f.
Fig. 4. Uncertainty aversion.

of hedging considerations in this example, the normal intuition behind uncertainty aversion cannot explain why a decision
maker who shows indifference between the first pair of acts must prefer the mixture in this case.

Like their counterparts elsewhere in the literature on decision under uncertainty, A2, A4 and A5 are fully behavioural,
and in principle testable.

The final axiom, Centering (A7), states that the standard independence axiom is satisfied on a subset of acts where one
cannot do worse that a certain consequence. (The condition of existence of a d > ¢ guarantees that this subset is non-trivial.)
That is, it states that, for low enough stakes, the independence axiom is satisfied. As will be clear from the theorem,
the axiom is not required for the representation, but if added it guarantees that the confidence ranking representing the
preferences is centered.

These axioms are necessary and sufficient for a representation of preferences by a decision rule featuring confidence, as
represented by a confidence ranking.

Theorem 1. The following are equivalent:

(i) < satisfies A1-A6;
(ii) there exists a non-constant utility function u : X — R, a continuous confidence ranking = and a cautiousness coefficient D : R —
Z such that, forall f, g € A, f < gifand only if

o min_ ; u(f(s).p(s) < o min g u(g(s)).p(s) (1)

where o (f) = —u(f) forall f € A.

Furthermore, for any other non-constant utility function u’, continuous confidence ranking E’ and cautiousness coefficient D’
representing < as in (ii), there exists a positive real number a and a real number b such that u’ = au+b, £’ = £ and D' (x) = D(;—‘ — g)
forallx e N.

Finally, under the conditions above, < satisfies A7 if and only if & is centred.

Proofs of all results are in Appendix A.
3. Confidence, cautiousness and ambiguity

The proposed model involves a strict separation of beliefs and tastes. Of the three elements in the model - the utility
function, the confidence ranking and the cautiousness coefficient - the first, as is standard, captures the decision maker’s
tastes over outcomes. As discussed above, the confidence ranking represents not only the probability judgements endorsed
by the decision maker (his beliefs) but also the confidence with which he endorses them (his confidence in his beliefs). The
third element, the cautiousness coefficient, captures the decision maker’s attitude to choosing in the absence of confidence.
The aim of this section is to demonstrate that these interpretations are indeed valid.

First, let us consider whether the confidence ranking has separate behavioural meaning from the cautiousness coefficient,
by asking when two preference relations satisfying the axioms in Theorem 1 are represented by the same utility functions
and confidence rankings (though potentially different cautiousness coefficients). The following definition and proposition
provide an answer.

Definition 3. Let <! and <? be preference relations satisfying Axioms A1-A6. <! and <? are confidence equivalent if (i) for
all c,d € A(X), c <! d iff c <2d and (ii) for each d € A(X), there exists d’ € A(X) and « € (0, 1) such that, for all f € A and
ce AX) with f~d, =1 ciff fod =2 cod.

Proposition 1. Let <! and <? be preference relations satisfying Axioms A1-AG and represented by utility functions, confidence rank-
ings and cautiousness coefficients (u1, 51, D1) and (uz, &2, D7) respectively. <! and <? are confidence equivalent if and only if uq
is a positive affine transformation of u, and 51 = =».

Confidence equivalence can be understood as the behavioural translation of the fact for two decision makers to have the
same confidence in preferences. If f is preferred to c¢ at a given stakes level but g is not preferred to d at that level, whilst it



B. Hill / Games and Economic Behavior 82 (2013) 675-692 685

is preferred to d at a lower stakes level, then this can be interpreted as indicating that the decision maker is more confident
in his preference for f over c than in his preference for g over d. In light of the interpretation of preferences at a given
stakes level in terms of preferences between mixtures introduced in Section 2.2, confidence equivalence thus states that the
two decision makers share the same relative judgements of confidence in their preferences: one is more confident in the
preference for f over c than in the preference for g over d if and only if the other one is. To the extent that confidence in
preferences is determined by confidence in beliefs and confidence in utilities (which is trivial in this model, due to the use
of a single utility function), one would expect that if two decision makers have the same confidence in preferences, then
they have the same confidence in beliefs and utilities. Proposition 1 is the formal confirmation of this intuition.'®

Confidence equivalence guarantees that the decision makers’ confidence rankings are the same, but it does not guarantee
that they are used in the same way. In particular, it says nothing about which sets in the confidence ranking are used to
evaluate acts with given stakes. This is exactly where their attitudes to choosing in the absence of confidence comes in. To
introduce this notion, consider the standard approach to risk attitudes.

In one standard treatment of risk attitude (Pratt, 1964), risk attitude is explored by considering the decision maker’s
attitudes to the adding of small risks to a sure amount. This sort of approach is not usually followed in the case of decision
under uncertainty because of the difficulty of getting a clean notion of what it would be to add a particular ‘uncertainty’,
especially given the dependence of the perceived uncertainty on the decision maker’s beliefs. However, in the context of the
current theory, where confidence enters into play via the stakes involved in the act, there is a simple analogue to adding
risks: increasing the stakes.

Consider two decision makers, 1 and 2, with the same utility function and confidence ranking, and consider an act f and
a constant act c. Since 1 and 2 have the same confidence rankings, at sufficiently small stakes they will both agree on the
preferences between f and c; suppose that f is preferred to ¢ at small stakes. As the stakes increase, the decision makers
may switch and cease to prefer f to c; the difference between them lies in the stakes at which they cease to exhibit this
preference. For example, if there is a stakes level where 1 no longer prefers f to ¢ but 2 still does, this means that at this
stakes level, 1 does not have enough confidence in his probability judgements to sustain the preference, whereas 2 does.
But since they have the same confidence ranking over probability judgements, this must be because 1 is demanding more
confidence in probability judgements for them to play a role at these stakes than 2. In other words, he is less comfortable
than 2 in choosing with limited confidence at this stakes level; he is exhibiting more aversion to choosing in the absence
of confidence than 2. If this is the case for all acts f and constant acts ¢, we say that 1 is more averse to choosing in
the absence of confidence than 2. This leads to the following comparative notion of aversion to choosing in the absence of
confidence.

Definition 4. Suppose that <! and <2 satisfy Axioms A1-A6 and that they are confidence equivalent. Then =<' is more
averse to choosing in the absence ofconﬁg_e\nce than <2 if, for all f € A, c,d,e € A(X) and « € (0, 1], if fod =" cod Whenever
foud ="e, then fud =2 cyd whenever fud=2e.

This definition translates formally the motivation above: it states that 1 is more averse to the absence of confidence if
whenever he prefers f to c for a given level of stakes and lower, then so does 2.

As noted in Section 1.4, the model proposed here can be thought of as a contribution to the literature on ambiguity.
In this literature, discussions of comparative ambiguity aversion are generally motivated by considerations of the sets of
acts that are preferred to particular constant acts (as in Yaari, 1969). This often leads to notions of comparative ambiguity
aversion where, under assumptions guaranteeing that the agents have the same beliefs, a decision maker is more ambiguity
averse than another if, every time the former prefers an act to a constant act, then the latter does too. The following is a
definition of comparative ambiguity aversion which is true to the spirit of those notions.!”

Definition 5. Let <! and <? be preference relations satisfying Axioms A1-A6 and suppose that they are confidence equiva-
lent. Then <! is more ambiguity averse than <? if, for any f € A and c € A(X), if f =' c then f =2 c.

The two comparative notions of aversion - to choosing in the absence of confidence and to ambiguity - are equivalent.
Moreover, they are characterised entirely in terms of the cautiousness coefficient.

18 The notion of confidence equivalence is sufficient for the purposes of this section, where the focus is on separating attitudes towards choosing in the
absence of confidence from confidence itself. Nevertheless, it is possible to behaviourally separate utility from confidence in beliefs in much the same way
as, for example, Savage (1954) does. Under his theory, decision makers 1 and 2 have the same beliefs if, for any consequences c, ¢/, d, d’ such that ¢ <; d
and ¢’ <, d’, 1’s preferences over acts whose outcomes are in {c,d} are the same as 2’s preferences over ‘corresponding’ acts whose outcomes are in {c’, d’}.
(More precisely, if f, g take values in {c,d} and f’, g’ are defined by: for all se€ S, f'(s)=c if f(s)=c and f’(s) =d’ if f(s) =d, and likewise for g,
then f’ <, g’ iff f <1 g.) A similar condition, extended to consequences in {oc + (1 —a)d |« € [0, 1]} and {ac’ + (1 —a)d’ | @ € [0, 1]} respectively, and
relativised to stakes as in Definition 3, ensures that decision makers have the same confidence rankings, although potentially different utilities.

19 This literature is too rich to be discussed in detail here. Schmeidler (1989) and Epstein (1999) are early treatments of the question; Ghirardato and
Marinacci (2002) is closest to that used here. The assumption about beliefs is used by those whose models admit separation of beliefs and tastes (for
example, Klibanoff et al., 2005), but not by those whose models do not (for example, Maccheroni et al., 2006 and Chateauneuf and Faro, 2009).
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Theorem 2. Suppose that <! and <2 satisfy Axioms A1-A6 and are confidence equivalent. Suppose that they represented by
(u, &, D1) and (u, 2, D) respectively. The following are equivalent:

(i) <! is more averse to choosing in the absence of confidence than <2;
(ii) <! is more ambiguity averse than <?;
(iii) D1(r) 2 Dy(r) forallr € N.

We conclude that the cautiousness coefficient captures the attitude to choosing in the absence of confidence and ambi-
guity, and that analysis of such attitudes can be carried out in the proposed model.

4. Variants and related models

Reduced to the essentials, the current proposal consists of two features: firstly, a representation of confidence in beliefs
by an ordinal structure on the space of probability measures, and secondly, the idea that in the evaluation of options the
decision maker uses the set of probability measures in this structure which corresponds to the stakes involved. As noted in
the Introduction, this delineates not a single decision model but a family of models, which differ according to the decision
rule and the notion of stakes used. The principal aim of this paper is to promote this family, rather than any particular
member. In the previous sections, we have considered one member with an eye to illustrating the intuitiveness of models
in the family, and the interesting and attractive properties that they may have. Let us now briefly consider some other
members of the family.

On the one hand, there are decision models that use a rule other than the maxmin expected utility rule employed in
representation (1). As is well-known, this rule yields an ambiguity-averse model of decision, and the representation (1) is
ambiguity averse for the same reason. One can obtain an ambiguity-seeking model of the sort proposed here by replacing
the maxmin expected utility rule with the maxmax expected utility rule (where the minimum in representation (1) is
replaced by a maximum). An analysis similar to that carried out in Section 3 would apply to such a model, yielding a relation
of ‘more absence-of-confidence seeking’. Other decision models are obtained by replacing the maxmin expected utility rule
with the o-maxmin or Hurwicz rule, which evaluates acts by a mix of maximum and minimum, or by a generalisation of
that rule with non-constant «, such as that studied by Ghirardato et al. (2004).

Such modifications in the decision rule change relatively little as regards the main points made in the previous sections.
Conceptually, the same representation of confidence in beliefs (confidence ranking) is used, and the set of probabilities is
determined on the basis of the stakes via the cautiousness coefficient. Accordingly, there continues to be the same strict
separation of beliefs (represented by the confidence ranking) and tastes (represented, at least, by the utility function and
the cautiousness coefficient?®). Practically, in the application of such rules to real-life decisions, one still needs to determine
a set of probabilities on the basis of the stakes involved in the act; the difference is in how this set is used.

It is also worth noting other potentially interesting members of the family that can be seen as special cases of the model
considered in the previous sections. For example, adding the appropriate analogue of comonotonic independence would
force the sets of probabilities in the confidence ranking to correspond to convex capacities (Schmeidler, 1986). In this case,
the representation (1) would be equivalent to a stakes-sensitive Choquet expected utility representation, where the decision
maker chooses according to the Choquet expected utility rule, but with a capacity that varies with the stakes. This model
is particularly interesting from an operational point of view, since standard techniques that have been developed for elic-
iting capacities could perhaps be applied here to elicit the confidence ranking. Another potentially interesting specification
involves confidence rankings where the sets are balls of different sizes around a fixed probability measure (i.e. the sets are
of the form {q € A(X) | d(p,q) < €} for different €, where d is the metric on the space of probability measures). These
easily-parametrised models can be thought of as confidence versions of e-contamination models studied elsewhere in the
literature (Gajdos et al., 2008; Kopylov, 2009).

On the other hand, other members of the family of decision models may differ in the notion of stakes used. The motiva-
tion for the notion of stakes employed here is obvious, if not beyond controversy, and there are a myriad of other notions
of stakes which could be considered: for example, the best consequence of the act, the difference between the best and
worst consequences of the act, the minimum (or maximum) probability that the act takes values below a certain threshold
(calculated with respect to the smallest or alternatively the largest set of probability measures in the confidence ranking)
or the minimum expected utility of values below the threshold (calculated with respect to the smallest or the largest set of
probability measures in the confidence ranking). This is not to mention notions of stakes that are not functions of individual
acts but of the menu of available acts; for example, one could take as stakes the worst consequence out of all the acts
on the menu. A full discussion of all the options is beyond the scope of this paper. However, many of the points made
above continue to hold for other notions of stakes. Changing the notion of stakes used makes little difference conceptually:
confidence in beliefs, represented by confidence rankings, continues to play a role in choice via the cautiousness coefficient,
with only the allocation of stakes to acts (the function o in (1)) changing. Accordingly, the strict separation of beliefs and

20 For certain decision rules, there may be additional factors on the taste side; this is the case for example for the a function in the rule proposed by
Ghirardato et al. (2004).
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tastes is retained. Finally, the application of the model in practice proceeds as described above, the only difference being
the properties of acts that are relevant in determining the set of probabilities used.

Let us close with two remarks. First of all, notice that, in principle, the decision rule on sets of probabilities and the
notion of stakes can be varied independently. For example, any combination of maxmin expected utility and maxmax
expected utility rule with stakes as worst consequence and stakes as best consequence is possible. Whilst this yields a
very large family of decision models, only some will be of interest. For example, one might wonder whether there is any
interest for someone who takes as stakes the best consequence to be so pessimistic as to use the maxmin expected utility
rule. Secondly, notice that both of these issues are behaviourally meaningful. Both the specific decision rule used and the
particular notion of stakes employed will have consequences for properties of preferences and so may, in principle, be
gleaned from choices. It remains a largely open question how to axiomatise different combinations of decision rule and
notion of stakes or whether there is a general axiomatic framework in which all models in the family can be treated.

5. Conclusion

This paper proposes a model of a decision maker’s confidence in his probability judgements in terms of a confidence
ranking - a nested family of sets of probability measures. This model can be used to formulate a family of decision rules
which allow the probability judgements that play a role in a decision to depend on what is at stake. Under each of the de-
cision models in this family, the decision maker evaluates acts using a set of probability measures that is determined by the
stakes involved and his cautiousness coefficient. Models in this family differ according, firstly, to the way the set of probabil-
ity measures is used in the evaluation and, secondly, to the notion of stakes employed. However, all share the advantages of
the general framework: structural simplicity of the representation of confidence, relative tractability in application to aiding
decision making, and separation of beliefs and tastes. A particular model in the family is studied in detail and found to have
a reasonable axiomatisation. Finally, a notion of comparative aversion to choosing in the absence of confidence is defined,
characterised in terms of the cautiousness coefficient and related to standard notions of ambiguity aversion.

Appendix A. Proofs of results

Throughout the Appendix, B will denote the space of all real-valued functions on S, and ba(S) will denote the set of
real-valued set functions on S, both under the Euclidean topology. Recall that, under this topology, ba(S) is locally convex
(Aliprantis and Border, 2007, Section 5.12). B is equipped with the standard order: a < b iff a(s) < b(s) for all s € S. For
a € B, we define o (a) = — mingg,_nuises a(s), and for x € N, we define x* to be the constant function taking value x. Finally,
for any a € B and r € i, let e}, € B be such that e} (s) =a(s) + o (a) —r for all s € S and let x], € %t be r — o (a). By definition,
o(ep) =r and a=e} +x7*.

A.1. Proof of Theorem 1

The main part of the result is the sufficiency of the axioms for the representation (the direction (i) to (ii)), the proof of
which proceeds as follows. As is standard, the axioms imply the existence of a utility function u on A(X), with image K,
and a functional I on B(K) such that, for any f,ge A, f < giff I[(uo f) <I(uog). The main lemma, Lemma 3, establishes
that for any stakes level there exists a closed and convex set of probability measures such that each act with these stakes
is evaluated by the maxmin expected utility over this set. By Lemma 4, these sets form a nested family, with larger stakes
yielding larger sets, and hence is a confidence ranking. By Lemma 5, this confidence ranking is continuous.

We now proceed with the proof of the theorem. We assume first (i); we will show (ii). Consider firstly the following
lemmas, all of which are under the assumption of Axioms A1-A6.

Lemma 1. There exists a non-constant utility function u representing the restriction of < to the constant acts. Moreover, for K =
u(A(X)) and B(K) the set of functions in B taking values in K, there exists I : B(K) — R such that, forany f,ge A, f <X g iff
I(uo f)<I(uog).

Proof. First note that, for all ¢,d € A(X), if ¢ ~d then ic+ Je~ 1d+ 1e for all e € A(X). If e = c ~d, then, by the
first clause of A2, it follows that %c + %e = %d + %e; moreover, by the symmetric argument, %d + %e = %c + %e, whence
%c + %e ~ %d + %e, as required. If e < ¢ ~d, then the second clause of A2 can be applied in a similar way to obtain
%c + %e ~ %d + %e. as required. Given A1, A3 and A6, it follows that the axioms of the Herstein and Milnor (1953) mixture
theorem are satisfied, hence the existence of the required utility function.

Moreover, by Al, A3 and A4, for any act f there exist constant acts ¢, ¢’ such that with ¢ < f <c’. (If f(s) ~f for all
non-null s € S, then take c=c" = f Now suppose that this is not the case. Take any c, ¢’ € A(X) such that ¢ < f(s) < ¢’ for
all s € S. By A3, there exists « € (0, 1] such that f~ cqC’; A4 implies that f 5= c. Moreover, if ¢ < f then o € (0, 1), so A4
implies that f < ¢’. Finally, if ¢ ~ f then applying the previous argument on fgc’ yields that fgc’ < ¢’ for all 8 € [0, 1);
by A3, f < c’.) By A3 and Al, using a standard argument, u can be extended to a function J:.4 — % such that, for any
f.ge A f<giff J(f) < J(g). It also follows from A4 that J(f) = J(f') whenever f(s) ~ f(s) for all s € S, so there exists
a function I: B(K) — % such that I(uo f) = J(f) for all f € A, as required. O
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Without loss of generality, it will be assumed that 0 € K but not on its boundary. So K is an interval on the real
line containing 0 and such that 0 is not on its boundary. Let —K = {r € i | —r € K}°.2! Note finally that, by construction,
1(x*) = x.

The following lemma will prove useful.

Lemma 2. For all a,a’,b € B and o > 0, such that @’ — o (b)*,a — o (b)* € B(K), o(a) =0 (a’) =0and a = ad, I(a — o (b)*) +
o) =a(@ —ob)*)+o(b)).

Proof. Consider the case of o € (0, 1] (the case of o > 1 follows as a consequence). Take g € A such that @’ —o (b)* =uog,
X,y € A(X) such that u(x) = —o(b) and g~ y, and f € Asuch that f=ag+ (1 —a)x.Souo f=cauog+ (1 —a)uox=
a@ —ob)*) — (1 —-a)ob)* =a— o(b)*. Then A2 applies, yielding that f =ag + (1 — a)x ~ oy + (1 — a)x, whence
la—o®*) =Iwo fl=al@oy)+ (1 —a)Uox) =ald —o®)*) + (1 —a)l(—o (b)*), and so (@ — o (b)*) + o (b) =
a(l(@ —o(b)*)+ o (b)) as required. O

The following is the central lemma of the proof.

Lemma 3. For every r € —K, there exists a closed convex set C; C A(X) such that, for every a € B(K) such that o(a) =r, I(a) =
minpec, D s A(S)P(S).

Proof. For each b € B(K) with o(b) € —K, we construct a probability measure p, such that I(b) = Y ¢b(s)pp(s) and
I(a) = Y g a(s)pp(s) for all a with o (a) = o (b). To this end, take any b € B(K) with o (b) € —K and define I, : B — % as
follows:

(i) Ip(x*) =x for all x e N;

(ii) Ip(a) =I(a — o (b)*) + o (b) for all a € B such that a — o (b)* € B(K) and o (a) =0;
(iii) Ip(a) = aly(a’) for all a € B such that o (a) =0 and a = ad’ with a’ — o (b)* € B(K);
(iv) Ip(a) = Ip(e2) + I, (x2*) for all a € B such that o (a) # 0.

Lemma 2 guarantees that I, is well-defined (and in particular, that there is no contradiction between the clauses (ii) and
(iii)), and that it is homogeneous of degree one on {a € B | o (a) = 0}. Moreover, it is superadditive: that is, for all a,a € B,
Ip(3a+ 3a@) > 11y(a) + 31,(@). This can be seen as follows.

Consider firstly the case where o(a) = o (a) =0. If Ip(a) = 0, then the desired inequality holds by A2, A4 and the
definition of Iy, and similarly for I(a) = 0; so we may henceforth suppose that I(a), Iy(a) > 0. Without loss of generality, it
can assumed that a—o (b)*,a—o (b)*, o (Ba+ (1 — B)a)* —o (b)* € B(K); if not, multiply the non-o (b) terms below through
by a small positive factor and use the fact that I, is homogeneous of degree one on {a € B | o (a) = 0}. If Iy(a) = Iy(a), then,
for any B € (0,1), In(Ba+ (1—B)a) = 2Ip(3 (Ba+ (1 - B)a) + (o (Ba+ (1 — B)@)*) +Ip((—o (Ba+ (1 — B)a)*) = 21(3 (Bla—
o))+ (1 =B @—o b))+ o Ba+ 1 - pa) —o b)) +ob) —oBa+ (1 —p)a =>2(31a—ob)) + 3o Ba+
1-pa)y* —ad)*)+o(b)—o(Ba+ (1—pB)a) = Iy(a), where the first, second and last equalities follow from the definition
of I and its homogeneity of degree one on {a € B | o(a) = 0}, and the middle inequality results from an application of A5
(with acts corresponding to a — o (b)*, a — o (b)*, o (Ba+ (1 — B)a)* — o (b)*, and I(a — o (b)*)* in the place of f, g, d and
¢ respectively). If Iy(a) > Ip(a), let o = % so that o(xa) =0 (a) =0 and Iy(xa) = Iy(a). It follows, by the reasoning for
the case where I,(a) = Ip(a), that Iy(8 - aa+ (1 — B)a) > Ip(xa) = Blp(xa) + (1 — B)Ip@) =B - alp(@) + (1 — B)Ip(a) for
every B € (0, 1). Substituting H%w for 8 and multiplying both sides by 12*7“ yields the desired inequality. The case where
Ip(a) < Ip(a) is treated similarly.

Consider finally any a,a € B. Note that, by the definition of o, a(%a + %(1) = %J(a) + %a(ﬁ) + a(%(a + o (a)) + %(ﬁ +
o (@))). So "%H%a =lat+latola+ln=3a+la+loc@+ic@+ol@+o@) +3@+0@) =73ed+1ed +

o(%eg + %eg) = eg . By the definition of I, and xg, we thus have that Ib(%a + %d) = Ib(egula) - 6(%a + %&) =
2 2 2
1

0,1,0
€u+§€a
0 0 1,0y_ 1 1=y _1.¢1,0 1 1,0y _ 1 1,7 . 1,0
Ib(e%e2+%eg) — 0 (564 + 5€;) — 50(a) — 530(a) = Ip(5e, + 5€5) — 0(a) — 50 (@). By the result established above, I;(;e; +
7€) —Jo@ —30@ > 315 + 115(€d) — 2o (@) — 0 @). So Ip(Ja+ 1a) > 11y(@) + 11,(@), as required.

To construct the required probability measure, there are two cases to consider.

Case i. I(b) > I((—0o (b))*). For b=b + o (b)*, let D2 ={a € B | Ip(a) > In(b)} and D} = co({a € B | a < In(b)*} U {b}).??
Evidently, both sets are convex and non-empty (in the case of Dll’, convexity is ensured by the superadditivity of Ip).

21 For a set X, X° is its interior.
22 For a set X, co(X) is the convex hull of X.
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We now show that D% and D5 are disjoint; that is, for any a € B and B € [0, 1], if a < Iy(b)*, then a+ (1 — p)b ¢ Db,
e Ip(Ba+(1— ﬁ)b) Ip(b). The result is immediate for B=0,1, so consider g € (0,1). Let a’ € B, x € it be such that fa+
(1—B)b=d"+x*, with o (a’) = 0. Without loss of generality, it can assumed that ' — o (b)*, (1 — B)(b — o (b)*) + B(Iy(b) —
o(b) — 1)* (—=BIp(b) — o (b) +x)* € B(K); if not, multiply the non-o (b) terms below through by a small positive factor and
use the fact that I, is homogeneous of degree one on {a € B | cr(a) 0}. Since a < Iy (b)*, @’ +x* ﬁ]b(t_))* +(1—p)b. Hence

—o(b)* < (1—p)(b—0(b)*)+B(yb)—0o(b)— %)*. Moreover, (A1 =pB)b—0 (b)*)+BIy(b)— o (b) — )*)+%(—ﬂ1b(b)—
o)+ %% = 52b — o (b)* and o (15Lb — o (b)* )—a(a —a(b) ). By Lemma 2, I[(152b — o (b)*) = 51 — o (b)*) —
L (b). leen the preceding facts, and the fact that ‘521 — o (b)*) — FLo(b) = 1((1 — B)I(b — o (b)*) + B(Iy(b) —
o(b) — ﬁ) )+ 3 L(—=BI,(b) — o (b) +x)*), A4 can be applied (w1th the acts corresponding to a’ — o (b)*, (1 — B)(b — o (b)*) +
,B(Ib(b) —o(b) — —)* [ ﬂ)I(b o(b)* )+ﬂ(1b(b) —o(b) — " * and (—/3Ib(5) —o(b) +x)* in the place of f, g, ¢ and
d respectively) to yield the conclusion that I(a’ — o (b)*) < (1 — ,B)I(B —o(b)*) + /S(Ib(B) —o(b) — %). Since (1 — ﬁ)](l_) —
o (b)*) + By (b) — o (b) — 5= Iy(b) — o (b) — x, it follows that I(a’) +x < Iy (b); so Iy(a@ + x*) < Ip(b), as required.

Given the aforementioned properties, a separation theorem (Aliprantis and Border, 2007, Theorem 7.30) implies that
there is a nonzero linear functional on B, Pj, and a real number « such that Py(c) <« < Pp(a) for all a e Db and c € Db

Iy(b) is strictly positive, by the choice of b and the definition of I,; it follows by the definition of Db and Db that « is
strictly positive. Without loss of generality, it can be assumed that « = I, (). Since I,(b)* € D5, Pb((Ib(B))*) < Ib(B); but
since (Ip(b))* is a limit point of DY, Py((Iy(b))*) = Ix(b) and so Py((Iy(b))*) = I,(b). Hence, by linearity of Py, Pp(1*) =1.
Moreover, for all E € X, (Ib(b))EcO < (Ip(b)* (where xgy is the function taking value x on E and y elsewhere) since Ib(b)
is positive; so (Ip(b))gc0 € D and hence Py ((Ip(b))gc0) < Ip(b). Since Pp((I())£0) + Pp((Ip(b))gc0) = Py ((Ip(b))*) = I (b),
it follows that Pb((Ib(b))EO) > 0. Hence, by the linearity of Pp, that P,(1£0) > 0. By a classic duality result, there is a
probability measure pj, such that Py(a) =) ;.5 a(s)py(s) for all a € B.

We now show that, for all a € B(K) such that o (a) = o (b), Pp(a) > I(a), with equality for a=b. For any such a, and
for all x > Iy(b) — Iy(a + o (b)*), Iy + o (b)*) + Ip(x*) > Iy(b), and so Iy((a + o (b)*) + x*) > Ib(b) by the definition of
Ip; hence (a + o (b)*) + x* € Db. By construction of Pp, we thus have Py((a + o (b)*) + x*) > I,(b); by linearity of Py, it
follows that Pp(a + o (b)*) + Pb(x*) > I, (b). By the continuity of P, (letting x — Ip(b) — I (a + o (b)*)), it follows that
Pyp(a + o (b)*) = Iy(a + o (b)*). By the linearity of P, and definition of Iy, this implies that Py(a) > I(a). Since b € D3,
Py(b) < Ip(b), so Py(b) = I,(b) and hence P, (b) = I(b) as required.

Case ii. I(b) < I((—0(b))*). Let b=Db + o (b), and take D} = {a € B | I,(a) > 0} and D = {Bb | B € [0, 11}. Evidently, both
sets are convex and non-empty (in the case of D?, convexity is ensured by the superadditivity of I,). Note furthermore that,
by A4, 1(b) = I((—o (b))*), so I(b) = 0; moreover, it follows from Lemma 2 that I(c) = 0 for all ¢ € D5, so D? and D% are
disjoint.

By a separation theorem (Aliprantis and Border, 2007, Theorem 7.30), there is a non-zero linear functional on B, P, and
a real number o such that Py(b) < & < Pp(a) for all a € Db. Since 0% € D} and it is a limit point of D%, o must be 0.

For all E € X', 0* < 10 (where xgy is the function taking value x on E and y elsewhere), so, by A4 and A2, 0 < I, (1£0),
hence Py(1£0) > 0. By a classic duality result, there is a probability measure pj, such that Py(a) =) . sa(s)pp(s) for all
aeB.

Using a similar argument to that used in case (i), it can be shown that, for all a € B(K) such that o (a) = o (b), Py(a) >
I(a), with equality for a =b.

For every r € —K, define C; to be the closure of the convex hull of {p, | o(b) = r}. By construction, I(a) =
minpec, Y s (s)p(s) for any a € B(K) such that o (a) =r, as required. O

The following two lemmas guarantee that the sets of probability measures mentioned in Lemma 3 have the properties
needed to constitute a continuous confidence ranking.

Lemmad4. Forallr,s € —K,C- CCsifr <s.

Proof. For any a € B(K) and for any r,s € —K such that r <s, there exists x € K and « € (0,1] such that o(x(e}) +
(1 — a)x*) =r. Since x > —s, A2 implies that, for any y € K, if I(e]) > y, then I(a(es) + A —-—a)x*) >ay+ (1 -
a)x. By the linearity of the maxmin functional, it follows that min,cc, Y csa(s)p(s) = mmpecr DoseslaEd) + (1 —
a)x)($)p(s) + (& — 2% > Lamingee, Y oes(€)($)P(s) + (1 — a)x) + (x5 — =2x) = minpec, Y o5 a(s)p(s). Similarly,
by considering a multiple of the reflexion of a in 0* (a’ € B(K) such that, for some «, a(s) = —ad'(s) for every

s € S), we have that maxpec, D 55 A()P(S) < MaXpec, Y ses A(S)P(S). SO [Minpec, D ocsa(S)P(S), MaXpec, Y ses A(S)P(S)] S
[Minpec, Y ses A(S)P(S), MaXpec, Y scsa(S)P(s)] for all a € B(K). It follows, by Ghirardato et al. (2004, Proposition A.1), that
Cr CCs, as required. O

Lemma5. Foranyre —K,Cr =( o, Cv = Uy, Cr
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Proof. We show that C; = (., Cy; the proof that C; = ., Cy is similar. By Lemma 4, C; € C for all I’ > r. Suppose, for
reductio, that C; C (.., Cr for some r € —K, so that there exists a point (probability measure) p ¢ Cr, but p € (... Cr.
By a separation theorem (Aliprantis and Border, 2007, 5.80), there is a non-zero (continuous) linear functional ¢ on ba(S)
and « € N such that ¢ (p) < a < ¢(q) for all g € C;. Since S is finite (so B is finite-dimensional), B is reflexive, and, by the
standard isomorphism between ba(S) and B*, it follows that ba(S)* is isometrically isomorphic to B (Dunford and Schwartz,
1958, 1V.3); hence there is a real-valued function a € B such that ¢(q) = >, sa(s)q(s) for any q € ba(S). Without loss of
generality ¢,a and « can be chosen so that « € K, a € B(K) and o (a) =r. Taking f € A such that uo f =a and c € A(X)
such that u(c) = «, we have, by construction, that ¢ < f but for any d € A(X) with d <c and o(d) > r and any « € (0, 1),
fad < cqd < ¢, contradicting A3. O

Conclusion of the proof of Theorem 1. To conclude the direction (i) to (ii), note that, by Lemma 1, there exists a utility
function u representing preferences over constant acts, and a functional I representing < as specified. Consider the case
where K is bounded above and below; the other cases are treated similarly. Lemma 3 guarantees that there exists sets
C; for all r € —K, such that I(a) = minyec, Y s a(s)p(s) for all a € B(K) such that o(a) =r. Define & = {C; |r e —K} U
{Mre_k Cr} YU {U e_x Cr}. Since C; is closed and convex for all r € —K, and since, by Lemma 4, the sets C; are nested, & is
a confidence ranking. By Lemma 5, & is continuous. D is defined as follows: for r € —K, D(r) =C;, for r <s for all s € —K,
D(r) =(se_x Cs and for r > s for all s € —K, D(r) = J;c_g Cs. Order preservation and surjectivity of D are immediate from
the definition and Lemma 4. .

Finally, for any ¢ € A(X) having the property described in the centering Axiom A7, the restriction of < to {f € A| f =c}
is non-trivial and satisfies independence. By standard results, in the presence of independence, this implies that C_;) is a
singleton. So A7 implies that Z contains a singleton, as required.

The direction from (ii) to (i) is generally straightforward. The only interesting cases are S-monotonicity (A4) and con-
tinuity (A3). As regards S-monotonicity (A4), let f,g e A, c,d € A(X) and « € (0, 1] satisfy the conditions of the axiom.
Since f~ é;?i, D(o(f)) = D(o(gqd)); let us call this set C. Since gud ~ cyd, it follows from the representation (1) that
minpec Y oes U(€xd(s))p(s) = u(ced) and hence that minyec (. su(g(s))p(s) = u(c). If f(s) < g(s) for all s e S, then
minpec Y ses U(f($))P(S) < Minpec Y o5 u(g())P(S); S0 minpee Y s u(f(s))p(s) <u(c) and f < c as required. A similar
argument establishes the case where f(s) = g(s) for all s € S. We now consider continuity (A3). Take any f,g,h € A and
consider the set {o € [0,1] | foh < g}; the other case is shown similarly. Suppose that o* is a limit point of this set,
and cgliider a sequence (i) of elements in the set with o; — ™. If there is a subsequence of (¢;) tending to a* such
that fo, h = foxh for all o, in this subsequence, then the result follows from the fact that D is order-preserving and
the continuity of the maxmin EU representation (with a fixed set of probability measures). Suppose now there is no such
sequence. In this case, there exists ¢ € A(X), ¢ < f/a\h moreover, for any such c, there exists an interval I containing o*
with fﬂ\h »= ¢ for any B € I. Hence, for each such c, there exists a subsequence (a?n) of (), tending to o*, with Efn\h =C
for all n € N. By the fact that D is order-preserving and the continuity of the maxmin EU representation, it follows that
MiNpep—u(e) Dses U(farh(s)).p(s) < MiNpep—u(g)) Y ces U(g(s)).p(s). Since this holds for every ¢ < m and since, by the

continuity of the confidence ranking and the surjectivity of D, D(—u(ﬁ,*\h)) =(._+— D(—u(c)), it follows that fo=h< g

C<fa* h
as required.

Finally consider the uniqueness clause. Uniqueness of u follows from the Herstein-Milnor theorem. As regards uniqueness
of Z, proceed by reductio; suppose that u, 21, D and u, &, D, both represent < according (1), with & # Z,. By surjec-
tivity of the cautiousness coefficient, for some r, D1(r) # D (r). Suppose, without loss of generality, that p € D1(r) \ D,(r).
By a separation theorem (Aliprantis and Border, 2007, 5.80), there is a non-zero linear functional ¢ on ba(S) and o € i
such that ¢ (p) < o < ¢(q) for all g € D,(r). As in the proof of Lemma 5, there is a real-valued function a € B such that
d(q) =D sesa(s)q(s) for any q € ba(S). Without loss of generality ¢,a and o can be chosen so that « € K, a € B(K) and
o(a) =r. Taking f € A such that uo f =a and c € A(X) such that u(c) = &, we have that minyep, o (f)) D ses U(f(5)P(s) <
MiNpep, o (f)) Qses U(C)P(s), whereas minpep, o (f)) D ses U(f(E)P(S) > MiNpep, o (f)) Dses U(€)P(s), contradicting the as-
sumption that both u, 21, D1 and u, &5, D, represent <. A similar argument establishes the uniqueness of D on —K;
outside of —K, the value of D is determined (to be the smallest or largest set in &), since D is order-preserving. 0O

A.2. Proofs of other results

Proposition 2. For & a (continuous) confidence ranking, <z= {(p,q) € A(X)? | forallC € &,q € C implies p € C} is a quasi-
convex, lower semi-continuous (and locally non-satiated except at the extremes) weak order on A(X).>

Likewise, for < a quasi-convex, lower semi-continuous (and locally non-satiated except at the extremes) weak order on A(X),
F<={{q1q<p}|pe AX)}isa(continuous) confidence ranking.

23 An order < is quasi-convex if the lower contour sets ({g € A(X)|q < p}) are convex for all p € A(X); it is lower semi-continuous if the lower contour
sets {qg € A(X) |q < p} are closed for all p € A(X); and it is locally non-satiated except at the extremes if, for any p € A(X) such that there exists p’ > p
and for every neighbourhood around p, there exists q in the neighbourhood such that q > p.
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Proof. Straightforward. O

Proof of Proposition 1. The right to left direction is evident. For the left to right direction, the clause concerning utilities
follows immediately from clause (i) of Definition 3. The clause concerning confidence rankings follows from clause (ii) of
the definition, in the light of the construction and uniqueness result in the proof of Theorem 1. O

Proof of Theorem 2. Let the assumptions of the theorem be satisfied.

(i) implies (iii). Suppose that D1(r) 2 D, (r) for some r € (—u(A(X)))°, and that p € D,(r) \ D1(r). Since D1(r) is a closed
convex set, by a separating hyperplane tpeorem (Aliprantis and Border, 2007, 5.80) and as in the proof of Lemma 5, there is
an f € A and a c € A(X) such that —u(f) =r, minpep,r) Y ses U(f(5)).p(s) < u(c) and minpep, ) Y _ges U (5)).p(S) = u(c).
So for all f,d with fa\d = f fod =1 cod whereas this is not the case for <? (taking o = 1), contradicting (i); hence (iii)
is established for r € (—u(A(X)))°. It follows from the order-preserving and surjectivity properties of D; and D, that (iii)
holds on r ¢ (—u(A(X)))°.

(ii) implies (i). Straightforward.

(iii) implies (ii). Consider f € A, with u(f) = r. Since Di(r) 2 Da(r), miNpep,r) Y ses U(f(5)).p(S) <
MiNpep,r) Y ses U(f(5)).p(s), from which it follows that if f =1 c, then f =3 c, as required. O

Appendix B. The example in Section 1.2 and the smooth ambiguity model

The smooth ambiguity model (Klibanoff et al., 2005) evaluates acts by the following functional:

V(f)= / ¢</u(g(5))dﬂ(5)>du (2)
A(X) S

where u is a von Neumann-Morgenstern utility function, @ is a countably additive probability measure on A(X), and ¢
is a continuous, strictly increasing real-valued function on the image of u, which is sometimes called the transformation
function. As Klibanoff et al. (2005) show, under appropriate assumptions (and with an appropriate notion of ambiguity
aversion), a smooth ambiguity decision maker is ambiguity averse if and only if his ¢ is concave. Note that, if ¢ is linear,
then representation (2) reduces to standard expected utility, and hence satisfies the C-independence axiom.

To establish the claim in Section 1.2 that the preferences in Fig. 1 are inconsistent with (2) if the decision maker is
ambiguity averse, we use Proposition 3 below. This proposition states that, under certain conditions, an ambiguity-averse
smooth ambiguity decision maker’s transformation function ¢ must be linear on a particular interval. It follows in particular
that he satisfies C-independence on that interval.

Proposition 3. Let < be represented according to (2) with a continuous utility function u, a continuous, strictly increasing and
concave transformation function ¢ and countably additive probability measure (1. Suppose that, for some non-constant f € A and
b,c,c € A(X), we have that f ~ b iff fouc ~ byc for all ® € (0,1] and ¢ < c 5 C. Let x = inf{x | 3T C A(X) with u(IT) > 0
and such thatVm € I, /s u(f(s))dm(s) < x} and x = sup{x | A1 < A(X)withu([I) > 0andsuchthatVm € II,
fs u(f(s))dm (s) > x}. Then ¢ is linear on (min{x, u(c)}, max{x, u(c)}).

Proof. For any act g, define the real-valued measurable function on A(X), g, by g(7) = fs u(g(s))dm (s) (this is close to the
definition of second-order act given in Klibanoff et al., 2005); with slight abuse of notation, for a constant act b, we also use

b to denote u(b(s)). Noting that a f + (1 — a)c :otf + (1 —a)c, it follows from representation (2) and the assumptions in
the proposition that fA():) oaf(m)+ (1 —a)o)du(r) =¢(ab+ (1 —a)c) for all c € A(X) with c < c<¢ and all @ € (0, 1].
We first show that b = fA(E) f(n)du. As noted in Hardy et al. (1934, Section 3.18), the derivative of a continuous convex
function exists except at most enumerably many points. There thus exists & € (0, 1] and ¢ < ¢ < ¢ such that ¢ < byc < ¢ and
such that the derivative of ¢ exists at ab + (1 — x)c. By the assumption in the proposition, for such & and ¢ we have that

/ o(B(af @)+ —a)E)+ (1 —B)(ab+ (1 - a)E))du(r) = ¢(ab + (1 — a)?)
A(Y)
for every B € [0, 1]. It follows that

P(Bf(m)+ (1 —a)&) + (1 — )b+ (1 —a)) — d(ab+ (1 —a)d) (for)—b)du=0

KA pa(f ) ~b)
and so, taking the limit as g — 0,
d - . .
/ 2 b+ (1 - @0).(For) - B du =0

A(D)



692 B. Hill / Games and Economic Behavior 82 (2013) 675-692

where the derivative exists in the light of the remarks above. Since ¢ is strictly increasing, it follows that b=
fA(E)f(n)d,u, as required. Therefore yb + (1 — y)d = fA(E)yf(n) + (1 — y)ddu for all y €[0,1] and all d €
ACX).

We thus have that fA(Z) ¢>(f(n))d,u =¢(b) = ¢>(fA(2) f(n)du). Hence McShane (1937, Theorem 5) can be applied to f,
the set of second-order acts (in the sense of Klibanoff et al., 2005), the integral with respect to u and the function ¢ to
conclude that, for all 7 € X (A) except at most those belonging to a set S such that u(S) =0, f(;r) belongs to an interval
I on which ¢ is linear. It follows from the definition of x and X that ¢ is linear on (x, x). Moreover, by the same argument
applied to fqc and byc for o € (0,1) and ¢ < ¢ < ¢, we have that ¢ is linear on (x + (1 — a)u(c), X + (1 — a)u(c)).
Since these intervals overlap, for appropriate choices of & and c, we have that ¢ is linear on (min{x, u(c)}, max{x, u(c)}), as
required. 0O

We use this proposition to establish the claim in Section 1.2 as follows. (Recall that, for ease, we are assuming that u
is linear.) As a point of notation, let s; be the state where the ball drawn is blue and s, the state where it is red (other
notation is taken from Section 1.2; see in particular Fig. 1). First of all, since g ~ d for some constant act d yielding $d with
d > 0,2 it follows from representation (2) that ;& must give non-zero weight to the set of probability measures 7 for which
fsu(g(s)) dm (s) > u(d). Since d > $0, there exists & > 0 and n such that (g + n)(s2) < —$10M and «d + n > $15000.
(It suffices to take n =0 and « sufficiently large.) It follows from the properties established above that pu({r € A(X) |
fs u((ag +n)(s))dm(s) > u($15000)}) > 0. We shall now apply Proposition 3 on ag + n; note that the fact just established
implies that x > u($15000) (where X is as defined in the statement of the proposition, for the act g + ). Since ag +n =
(1073 x ) f +n, the preferences specified in Section 1.2 (see Fig. 1), and notably the fact that o’ f +7’ ~ o’py+n’ whenever
(@' f+n")(s2) < —$10 M, imply that (g + 1)gc ~ («(—$100) + n)gc whenever c is a constant act with ¢ < —$10 M. Hence
the assumptions of Proposition 3 are satisfied for ag + n with any ¢ < ¢ < —$10 M. It follows from the proposition that
¢ is linear on [u(—$1000 M), u($10000)]. So representation (2) reduces to expected utility - and in particular satisfies
constant linearity — for acts taking values in that interval. The act 1073 x f + (—$10 M) takes values in the interval just
described; moreover, since (1073 x f + (=$10 M))(s2) < —$10 M, it follows from the preferences specified in Section 1.2
that 1073 x f + (—$10 M) ~ —$10000100. Since g also only takes values in the interval described, and g = 1073 x f, it
follows from constant linearity of the representation in this interval that g ~ —$100, contradicting g > $0. So the preferences
specified are indeed incompatible with representation (2), under the assumption that the decision maker is ambiguity
averse, as claimed.
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