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Abstract

The consensus among economists in favour of carbon taxes over emissions permits is
based on a groundbreaking result due to Weitzman (1974). It assumes, however, a proba-
bility distribution over abatement costs, and similarly for damages. As many have argued,
current climate uncertainties are far more severe, and do not justify any such distributions.
This paper reconsiders the tax-permit comparison in the presence of severe or Knightian
uncertainty, drawing on the workhorse maxmin-EU model from the literature on decision
under uncertainty (Gilboa and Schmeidler, 1989). Our results show that optimally set per-
mits are strictly more efficient than optimal taxes when uncertainty concerning the slope of
marginal abatement costs is severe. They suggest that, given the uncertainty reported in the
latest IPCC report, permit policies are more efficient.
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1 Introduction

In 2019, over 45 leading economists, including 28 Nobel prize laureates, published a petition
calling for a carbon tax to tackle climate change (‘Economists’ Statement on Carbon Dividends’,
Wall Street Journal, 2019). They reflect a wide consensus in the profession. The economic
arguments in favour of market-based instruments — be they by fixing a price for carbon via
taxes, or a quantity via permits — are well-known. However, economists typically go beyond,
and incorporate a preference for taxes over permits in the case of climate change. The reason
draws on a pioneering theorem due to Weitzman (1974), which suggests that, in the absence of
complete information, the relative efficiency of the two tools hinges on the comparison between
the slopes of the marginal abatement cost and damage curves. Since climate change is a stock
problem, the former is typically steeper than the latter, whence the superiority of taxes, and the
economic consensus (Nordhaus, 2007; Metcalf, 2009).

However, Weitzman’s result assumes that uncertainty about abatement costs can be rep-
resented by a probability distribution over possible abatement cost functions, and similarly
for damages. In other words, his analysis applies in what decision theorists call situations of
risk. By contrast, many have noted that climate uncertainties are considerably more severe,
especially as concerns the abatement cost and damage functions (Pindyck, 2013; Stern, 2013;
Stiglitz, 2019; Stern et al., 2022; Blanchard et al., 2023). Probability distributions over possible
(marginal) abatement cost or damage functions are typically not provided by the current state
of the science. The situation is thus closer to (Knightian) uncertainty, severe uncertainty or am-
biguity (Gilboa and Marinacci, 2013). This article revisits the comparison between prices and
quantities under severe uncertainty, by analysing the problem under one of the main ambigu-
ity models in the decision theory literature, Gilboa and Schmeidler’s (1989) maxmin-Expected
Utility (maxmin-EU) model. As discussed in Sections 2.3 and 5.4, this rule reflects a concern
for robustness in policy evaluation in the face of uncertainty; for instance, it nests a robustness
rule promoted by Hansen and Sargent (2008).

In the climate context, the maxmin-EU model incorporates a set of probability distributions
over possible abatement cost functions, and likewise for damage functions. It evaluates a policy
by the worst-case expected total cost (abatement costs plus damages) across all distributions
in the sets. It is thus rich enough to cover the spectrum of types of uncertainty between two
extremes. On one side, when a single probability distribution has been established, the set
used in the rule contains only this distribution, and maxmin-EU reduces to standard expected
utility. The analysis thus collapses to Weitzman’s comparison of prices and quantities under
risk. At the other extreme, the set could be comprised of every probability distribution with
support contained in a given set of abatement cost functions. This reflects situations where it
is known that the abatement cost function belongs to a certain family or satisfies certain con-
straints, but nothing more is known about the probabilities of various family members. In such
cases, the maxmin-EU rule evaluates a policy by the worst case across all potential abatement

cost functions. Then, we show, the comparison of climate policies is diametrically opposed to



the message typically drawn from Weitzman’s Theorem: the optimal quantity policy is always
at least as efficient as the optimal pricing one. Moreover, by identifying a condition for a strict
ranking, we establish that whenever current knowledge does not provide specific information
about the slope of the marginal abatement costs, the optimal permit policy strictly outperforms
optimally set taxes. Based on the chapter of the latest IPCC report dedicated to abatement costs
and correspondence with its lead authors, this seems a fair description of the current state of
scientific knowledge.

Our general result applies between these extremes: that is, to cases where the science may
provide some probabilistic conclusions about (marginal) abatement costs or damages, with-
out necessarily pinning down a single probability distribution over abatement cost or damage
functions. Roughly, the result introduces indices of risk and (severe) uncertainty, and partially
characterises the relative performance of quantity vs. pricing policies in terms of them. When
the risk index dominates, we are close to the Weitzman case, and taxes are more efficient. When
the extent of (severe) uncertainty outweighs the risk, then the term behind our previous worst-
case result dominates, and permits outperform taxes. The aforementioned admonitions as to the
severity of uncertainty in this context (Pindyck, 2013; Stern, 2013; Stiglitz, 2019; Stern et al.,
2022) suggest that the latter case corresponds more closely to our current state of knowledge.

We also consider simple extensions incorporating different assumptions about our knowl-
edge concerning (higher) derivatives of marginal abatement costs, uncertainty over parameter
values for given parametric families of the abatement cost functions, weaker assumptions about
market reaction to carbon prices, or different attitudes to uncertainty. Roughly, they show that
the main message of our baseline results — that the purported superiority of taxes over permits
is seriously undermined in the presence of (severe) uncertainty — is robust to such factors.

Our results highlight the importance of carefully considering the extent and character of un-
certainty when formulating and recommending economic policies for effective emissions mit-
igation. The justification of taxes that relies on the assumption that the current state of the
science provides a probability distribution over abatement cost curves will lead to suboptimal
policies whenever this assumption is incorrect. Moreover, subsequent sensitivity analysis in the
application of these policies — for instance, when setting the carbon price — cannot fully cor-
rect this suboptimality. By applying an evaluation approach that incorporates the actual state
of uncertainty from the outset, according to the principles established by decades of research in
decision theory, our results provide the bedrock for an arguably more robust analysis of policies
for carbon mitigation. They suggest that for uncertainties similar to those that we actually face,
quantity policies may be more efficient than pricing ones.

The paper is organised as follows. Section 2 introduces the setup and some preliminary
notions and notation, including the representation and types of uncertainty, and policy evaluation
with them. Section 3 sets out the optimisation problems for quantity and pricing problems
under (severe) uncertainty. Section 4 contains our main theoretical results and discussion, whilst
Section 5 presents and discusses a range of extensions. Proofs and other material are contained

in the Appendix.



2  Setup

2.1 Emissions, abatement costs and damages

Let the set of potential carbon emissions reductions be [0, E**] C R, where E™% is the max-
imal emissions reduction (leading to zero emissions). A([0, E™*]) is the space of probability
distributions over [0, E™%]. For a fixed 6 € R and € € A([0, E™*]), ¢*° is the distribution
defined by €t(E + §) = ¢(E), whenever such a distribution exists. It is the result of shifting e
to the right by 9.

We follow Weitzman (1974) in considering a simple abstract problem, with (abatement)
costs and damages.! Let © denote the space of possible aggregate abatement cost functions.
For each § € ©, C(e,0) is a real-valued function defined on [0, E™**]: C(E,0) is the aggre-
gate abatement cost of emissions reduction £ under the function §. © contains all increasing,
differentiable, strictly convex functions on [0, E™“"] that take the value O at zero emissions
reductions. These are standard assumptions for abatement cost functions in the literature.’

We use = to denote the space of damage functions: D(FE, &) are the damages brought about
by emissions reduction F under function £ € =. Analogous with the case of abatement costs, =
contains all decreasing, differentiable, strictly convex functions on [0, E™%"] that take the value
0 at B9,

The total costs of emissions reduction E under abatement cost and damage functions ¢ and
€ are givenby T'(E,0,¢) = C(E,0) + D(E,§).

2.2 Uncertainty

Let A(©) be the set of probability distributions over O, and similarly for A(Z). Scientific
knowledge about abatement costs can be summarised by a (non-empty) set of probability dis-
tributions C over the space of possible cost functions O; i.e. a set C C A(O). Similarly, the set
D C A(E) represents knowledge about damages. Without loss of generality for the evaluation
of policies, and following standard practice (Gilboa and Marinacci, 2013), we assume that C
and D are closed and convex.?

As standard, for a distribution p € A(©), supp p is the support of p: suppp = {6 € © :
p(6) > 0}. The support of a set of priors C is defined similarly: suppC = Upec supp p. For

0 € ©, §y denotes dy denotes the Dirac distribution with weight on : i.e. such that dy(0) = 1.

2.3 Policy evaluation

To choose among policies, we employ the maxmin-EU decision rule (Gilboa and Schmeidler,

1989), which evaluates an uncertain option by the worst-case expected utility of the outcomes

"He talks of costs and benefits; we use climate terminology.

2Strict convexity is convenient, but can be weakened at the price of more complexity, with no particular impact
on the results.

*Whilst not needed for our results, it is standard to work with the weak* topology on A(©) and A(Z).



of that option. In the current context it selects the policy P, leading to a total cost T'(P,0,¢)

under abatement cost function # and damage function &, that minimises:

IgggglngEqT (P,0,8) (1
where [E,, denotes the expectation taken with respect to p (and similarly for ¢). Eq. (1) picks
out, for each policy, its worst-case — i.e. maximum — expected total cost over all probability
distributions in C and D. As such, it provides an evaluation that is robust to the uncertainty
concerning abatement costs and damages, as reflected in C and D. Indeed, the constraint prefer-
ences in the robustness framework developed by Hansen and Sargent (2008) are a special case
of maxmin-EU preferences. Several researchers in economics, philosophy and climate science
have argued that rules such as these are normatively more appropriate than Expected Ultility for
policy decisions in the face of severe uncertainty (Stainforth et al., 2007; Manski, 2013; Gilboa
and Marinacci, 2013; Marinacci, 2015; Hill, 2019; Bradley and Steele, 2015; Bradley, 2017;
Bradley et al., 2017; Berger and Marinacci, 2020; Berger et al., 2021).

Translating the ‘worst-case’ maxmin-EU evaluation, define the functions C,D: [0, E™aT] —
R by:
C(E) = maxE,C(E,0)
peC
D(E) = maxE,D(E,¢)
qeD
C gives the worst-case (i.e. highest) expected abatement costs under the relevant uncertainty
(i.e. over all distributions in C), for every emissions reductions level; similarly for D and worst-
case damages. These functions are strictly convex* but need not be differentiable, so do not
necessarily belong to © and Z.
Similarly, for each r € (0, 1], the r-quantile worst-case cost is given by the function cr e
[0, E™**] — R where

C"(E) = maxsup {x : p({0 : C(E,0) > x}) > 1}

Each probability distribution p generates a distribution over costs for each emissions reduction
level E, and sup {z : p({0 : C(E,0) > x}) > r} is its rth quantile. So C(E) is the cost such
that, according to the set C, the probability that emissions reduction E yields a cost of cr (E)
or higher is at most .

2.4 Illustrations

To illustrate the flexibility of the framework, we consider some possible types of uncertainty,

and the corresponding policy evaluations under Eq. (1).

“This follows from the strict convexity of the functions in © and = and standard convex analysis.



Example 1 (Risk). There is risk when scientific knowledge identifies a single probability dis-
tribution representing uncertainty about, say, abatement costs. In this case, C is a singleton
containing this distribution. When C and D are singletons, Eq. (1) evaluates policies by their
expected total cost, and hence reduces to standard Expected Utility-based cost-benefit analysis.
Weitzman (1974) considers this case, showing, roughly, that optimal taxes are more efficient if
D"(L*) < C"(L*), where L* is the optimal quantity policy.

Example 2 (Categorical Uncertainty). Scientific knowledge could establish a set of categorical
conclusions that delimit a subset © C © of abatement cost functions. For instance, this set could
be defined by a set of constraints on abatement costs or (higher) derivatives at each emissions
reductions level, translating scientific knowledge (e.g. that ‘the marginal abatement cost at F/
is greater than y’). Or it could result from evidence justifying a specific parametric family of
abatement cost functions, the set corresponding to all members of the family with parameters in
a particular scientifically established range.

For such uncertainty, C is the set of all probability distributions with support in ©. When C
and D are generated from such sets © and Z C = in this way, Eq. (1) reduces to the maximum
total cost across all abatement cost and damage functions in © and Z respectively.’ This is the
sort of evaluation used in worst-case analysis, insofar as it uses the abatement cost and damage

functions yielding the highest total cost.

2.5 Differentiability: notions and terminology

As noted above, we do not assume differentiability of the generated worst-case abatement cost
and damage functions (Section 2.3). At points, we thus require concepts from convex analysis,
including generalisations of the notion of differentiability to such functions. For a convex func-
tion f : [0, E™**] - Rand z € R, df(x) C R denotes the subgradient of f at =, which is
a generalisation of the notion of derivative for non-differentiable functions (Rockafellar, 1970,
Ch 25). If 0f (x) contains one element, then f is differentiable at = and the standard derivative
/' (x) is the unique member of Jf(z). By Rockafellar (1970, Theorems 23.5.1, 26.1 & 26.3),
if f is strictly convex, its derivative has a well-defined (i.e. single-valued) inverse: for every vy,
there exists at most one x such thaty € 9f(x).

For a convex function f : R — R, d € df(x), and z,y € R the average second-order

derivative of f between x and y by d is

= =5 (1) = Fla) = dly = ) @

Note that, if f is twice differentiable, this is indeed an average of second-order derivatives (see

Remark A.2 in Appendix A.7). When f is differentiable at x, we omit the superscript d.

5This follows from the fact that maximisation over C coincides with maximisation over supp C when & € C for
every 6 € suppC.



3 Policies

Our main results compare quantity and pricing policies under the maxmin-EU evaluation (1).

We first set out the application of policy evaluation to the two policies in turn.

3.1 Quantity policy

Under a quantity (or permit) policy, the policy maker chooses an emissions reduction level L.

Under Eq. (1), the evaluation of the optimal quantity policy is:

Tquant = mgn I]?EaCX rgleal%(Equ (D(La 5) + C(L7 9)) 3)

The optimal policy is the reductions level leading to the lowest total cost under the maxmin-EU
evaluation with C and D. There is a unique quantity optimum L*, and all other emissions levels
have a strictly higher total cost under Eq. (1). For differentiable D and C, the optimum satisfies
the standard condition C(L*) = —D'(L*).°

3.2 Pricing policy
Under a pricing (or tax) policy, the policy maker chooses a tax level 7. Under Eq. (1), the

evaluation of the optimal pricing policy is:

Tprice = minmax max E,E, (D(h(r,0),§) + C(h(r,0),0))
T peC qeD

where h(7,60) is the emissions reductions level resulting from tax 7, under cost function 6, in
equilibrium. Following Weitzman (1974), note that under standard market assumptions and the

assumption that agents learn 6, we have:
h(r,0) = Cy(7,0)

where C; ' (E, ) is the inverse of Cy(e,#), considered as a function of the first coordinate at

E.” So the optimal pricing policy solves:

R -1 1
Tpmce II%_ID 1}71682{ r;IEE'LDX Equ (D(Cl (7_7 9)7 5) + C(Cl (Tv 0)7 9)) 4)

3.3 Risk and Uncertainty under tax 7

As just noted, for each abatement cost function, tax 7 will lead to a unique level of emissions

reduction. Similarly, under a distribution over possible abatement cost functions, the tax will

®In the absence of differentiability, L* is such that there exists 2 with € d maxpec E,C(L*,€) and —z €
dmaxgep EgD(L*,€). The strict convexity of C' and D (Section 2.3) implies that subgradients exist; moreover,
combined with the facts noted in Section 2.5, it implies uniqueness of the quantity optimum.

"Since all cost functions are differentiable and strictly convex, C * (e, #) is a well-defined function on [0, E™*)
forall § € ©.



result in a distribution over emissions reduction levels. For probability distribution over abate-
ment costs p € A(O), the distribution on the emissions reduction levels €., € A([0, E™**])
generated by tax level 7 is defined by €, ,,([0, E]) = p({0 : C1(E’,0) = 7 for some E' < E})
forall E € [0, E™?*].

Similarly, under the r-quantile worst-case cost 6‘\7" (Section 2.3), tax 7 results in an emissions
reduction level which we denote by E,.: i.e. for each r € (0, 1], E, is such that 7 € aCT (E,)8
This generates a distribution over emissions levels, defined by €, ([0, E]) = inf{r : E, < E}. ¢,
is the distribution resulting from tax 7 under the ‘worst-case’ distribution over abatement costs,
according to uncertainty C. Note that, since the worst-case (i.e. highest) costs are involved,
there is a sense in which this distribution is as far to the left as possible, among all emissions
reductions distributions resulting from 7 and consistent with uncertainty C.

For tax 7, we denote the expected emissions reduction resulting from 7 under the worst-case
abatement costs consistent with uncertainty C by £, = E._FE. The variance of this worst-case,
02 =E. (E —E._FE)?, is a proxy for the risk (as opposed to the uncertainty) concerning emis-
sions reductions levels resulting from tax 7. For instance, for categorical uncertainty (Example
2), 02 =0.

Finally, define:

er =max{d: e’ € {e,, : p € C}} Q)

e, tracks how far the worst-case emissions reductions distribution can be shifted to the right
whilst remaining consistent with the uncertainty C. As such, it is an indication of the ‘width’ of
C, when projected onto the consequences of tax 7 in terms of emissions reductions. For instance,
if C contains a single probability distribution (Example 1), then £, = 0. By contrast, large &
indicates a large variety in expected emissions reductions that could result from tax 7, according
to C. In the light of this, we refer to €, as the uncertainty concerning emissions reductions levels

resulting from tax 7.

4 Policy comparisons

4.1 Worst-case analysis: Categorical Constraints

Figure 1, which is drawn from the chapter on long-term mitigation pathways in the latest In-
tergovernmental Panel on Climate Change (IPCC) report, provides a starting point for consid-
eration of uncertainty. It plots the marginal abatement cost against emissions for a range of
mitigation pathways and climate models in the IPCC ARG scenario database, consistent with

different global warming levels.” As such, it summarises the state of scientific knowledge about

8By Proposition A.3 in the Appendix, Cr is strictly convex for all r; it follows from the observations in Section
2.5 that E, is uniquely defined.

°As emphasised by the IPCC, the points are not random draws from an underlying distribution, nor even the
results of systematic runs of the same model; this undermines the relevance of classical statistical analyses conducted
on them, and inhibits drawing strong conclusions about the shape of marginal abatement cost curves from them.
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Figure 1: Marginal abatement cost of carbon in 2030 (a) and 2050 (b).
IPCC (2023, Figure 3.33). Note that marginal abatement costs are plotted against emissions, whereas the setup

introduced in Section 2 works with (marginal) abatement costs as a function of emissions reductions.

marginal abatement costs at the time of the last IPCC report.

The Figure suggests that marginal abatement costs at a given time can, at best, be reasonably
bounded between two functions, following roughly the upper and lower limits of the range of
points. However, there is little more that can be said with any confidence, as confirmed by
the accompanying text (IPCC, 2023, Ch 3.6.1.1). For instance, whereas it states that marginal
abatement costs increase with the extent of emissions reduction, no (other) bounds are reported
on the slope of the marginal abatement cost curve.'’ Indeed, the Figure is consistent with a
range of ‘precise’ marginal abatement cost functions, with differing slopes at different points,
as long as these functions lie within the upper and lower limits mentioned above. Likewise, the
Figure (and accompanying text) offers little to justify robust probabilistic conclusions regarding
marginal abatement costs. All of which poses the question: if this summarises the current state
of knowledge about abatement costs, how do pricing and quantity policies compare under this
extent of uncertainty?

The IPCC report would seem to imply a particular form of categorical uncertainty (Exam-
ple 2, Section 2.4): at best, scientific knowledge provides a set of constraints on the marginal
abatement costs — i.e. upper and lower bounds for each emissions reduction level — and a lower
bound of 0 for the slope of the marginal abatement curve. Our first result concerns the more
general case of constraints on the abatement and marginal abatement costs, and single lower and

upper bounds on the slope of marginal costs. This can be represented by sets of priors of form:

'%In personal communication, the lead author of this section of the chapter stated that they did ‘not believe that
there were any established results on the second derivative of the abatement cost’. Several lead authors (we contacted
14 out of the 16 lead and coordinating lead authors, of which 5 replied) emphasised that Figure 1 cannot be used
to draw strong conclusions on marginal abatement costs, suggesting that it was tenuous to use it to bound marginal
abatement costs, much less their slope. They emphasised the relevance of systematic comparisons of marginal abate-
ment costs with the same model, though, as one lead author put it, ‘the resulting [marginal abatement costs] vary
significantly across models’. The only studies of this sort they provided are discussed in Section 5.1 below. Only one
lead author expressed a stronger opinion on marginal abatement costs, stating that ‘the slope of the marginal abate-
ment costs is generally assumed to be positive and increasing with emissions reductions’. Section 5.1 examines the
consequences of incorporating such constraints on the third derivative of abatement costs, establishing an extension
of the Theorem in this section.



C(E,0) € [m(E), M(E))
C[m,M],[ml,Ml},[Q,W} =< pc A(@) : VO € supp p, Cl(E, 0) S [ml(E),Ml(E)] (6)
Cll(E,O) € [QH,W]

for increasing functions m, M, m*, M! : [0, E™*] — R reflecting the bounds on abatement
costs and marginal abatement costs, and lower bound C” € R>0 and upper bound C"” > C" on

their slope.

Theorem 1. Consider any D C A(ZE) characterising uncertainty about damages, and sup-
pose that uncertainty about abatement costs is characterised by C[m’ M, fm M1, [C,T7) for some
[m, M), [m*, M*] and C" < C". Then Tprice > Tyuant-

Moreover, if D and C are second-order differentiable at the optimal quantity level L* €
(0, E™a®), then Typrice > Tquant whenever €= > 0 for optimal tax T* and

. " R
D//(L*) > mc//(zj*) (7)

Theorem 1 paints a markedly different picture of the comparison between taxes and permits
in the world of (severe) uncertainty, as opposed to risk. For one, under uncertainty characterised
by constraints on abatement costs and derivatives, quantity policies are always at least as effi-
cient as pricing policies: there are no cases in which the latter outperform the former in a robust
worst-case analysis.

Moreover, the Theorem identifies a condition under which quantity policies are guaranteed
to be strictly more efficient than pricing ones.'! The first clause essentially demands there is
some uncertainty, in the sense specified in Section 3.3, i.e. a spread in the emissions reductions
distributions consistent with the state of knowledge and uncertainty C[m’ M],fm? M1 [ ) Un-
der tax 7*. The second clause covers some notable special cases, and calls for interpretation.

Note first that if the lower bound on the second derivative is 0, then condition (7) is auto-
matically satisfied (since Dis strictly convex; Section 2.3). This corresponds to the absence of
known constraints on the slope of the marginal abatement costs, apart from that it is positive:
the result says that quantity policies always outperform pricing policies under such uncertainty.
To return to the previous discussion, if, as the IPCC report and Figure 1 suggest, our knowledge
can be summarised by constraints on marginal abatement costs with nothing about their slope
apart from the fact that it is positive, then the corresponding uncertainty is characterised by a
set of the sort defined in Eq. (6) with form C(_ . o) (m!,31],[0,00)- Theorem 1 thus shows that,
under current uncertainty about abatement costs as reported by the IPCC and any uncertainty

about damages, quantity policies are more efficient than pricing policies.'?

"'The condition can be strengthened to accommodate non-second-order differentiability of damages and abate-
ment costs at L™, using notions from convex analysis. Such technical details are omitted.

"ZNote that the result holds independently of the constraints [m', M'] on marginal abatement costs; in particular,
it holds even if, as suggested by some experts cited in footnote 10, they are far wider than suggested by Figure 1.
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More generally, (7) resembles Weitzman’s condition pertaining to taxes vs. permits under
risk (Example 1) insofar as it involves slopes of marginal damages and abatement costs. How-

ever, instead of comparing D" (L*) directly with the slope of the marginal worst-case costs

C” (L*), the condition involves the multiplicative factor This factor decreases as

/
the lower bound C” decreases, but also as the difference between the slope of the marginal
worst-case costs and the lower bound increases. So, whilst C”/ (L*) — which could conceivably
be gleaned from Figure 1 by looking at the upper limit on the marginal abatement costs — may
be larger than D" (L*), if the scientifically established lower bound is significantly lower, the
condition in the Theorem may still be satisfied. This suggests that the performance comparison
between quantity and pricing policies may be sensitive to the slope of the marginal costs used.
In particular, a value reflecting the extent of uncertainty about the slope is more relevant than
‘average’ slopes drawn, say, from fitting marginal abatement curves to the points in plots such
as Figure 1.

Note finally that, unlike in Weitzman’s result, the condition in Theorem 1 is sufficient but
not necessary. This reflects the global nature of our result, which, unlike Weitzman’s, depends
on no local approximations or assumptions that the uncertainty is ‘small’. This is relevant in the

current context since, as has been noted, such assumptions are largely unjustified.

Remark 1. The central intuition behind Theorem 1 — and indeed many of our results — is il-
lustrated in Figure 2. In the presence of uncertainty, there will be a gap between the ‘highest’
(marginal) abatement cost function according to C (CAY ; Section 2.3) — depicted in black in the
Figure — and ‘lower’ functions consistent with C, such as the green one. But then, abatement
cost functions which follow the ‘highest’ one up to a point and then increase with a slope of
marginal abatement cost equal to the lower bound C” — such as the red curve in the Figure —
are possible according to the state of knowledge C. Evaluation of the worst-case total cost for
the optimal quantity policy L* involves the black ‘highest’ abatement cost curve; by contrast,
both the black and red ones are relevant for evaluation of the tax 7*. Under the black marginal
abatement cost curve, the tax has the same total costs as the quota: so, in worst-case, 7* can-
not have a strictly lower total cost than L*, yielding the first clause of the Theorem. The net
pink shaded area (negative above the red curve; positive below) indicates the difference in total
cost between the evaluation of the tax under the red abatement cost function and the worst-case
damage function on the one hand, and the worst-case evaluation of the quota on the other. If it
is strictly positive — as it clearly will be for small C” — then the total cost under tax 7* will be
strictly higher than under L*: so, under (1), the optimal tax policy will be strictly less efficient
than optimal quotas. This yields the second clause of the Theorem. The reader is referred to
Appendices A.1 and A.2 for further details.'?

Bt is not difficult to come up with narratives corresponding to (marginal) abatement cost functions such as the red
one in Figure 2, for instance in terms of expensive technological breakthroughs which unlock subsequent low-cost
emissions mitigation possibilities. For policy evaluation, the question is what current scientific knowledge says about
such possibilities: as is evident in the preceding discussion of the state of the science as reported by the IPCC, it
seems that it can’t rule them out.
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Figure 2: Theorem 1: intuition.

The black and brown lines depict the ‘highest’ marginal abatement cost and marginal damage functions in C and D,
respectively. The green line depicts a ‘lower’ marginal abatement cost function in C. The red line depicts a marginal
abatement cost function that satisfies all the constraints (in particular its slope is at least C"'), so it is also in C. The
shaded pink area indicates the difference between the total cost with tax 7 under the red marginal abatement cost
function and the worst-case total cost under the optimal quantity policy L*. When this is positive, the worst-case

total cost under 7™ is higher than under L™.

4.2 General case: Probabilistic constraints

Beyond the categorical constraints considered above, scientific knowledge could establish prob-
abilistic conclusions, such as ‘the probability that the marginal abatement cost at E is between
m and M is greater than p’. On some issues, the IPCC emit conclusions that effectively amount
to statements of this sort (Mastrandrea et al., 2010; IPCC, 2023).'4 Uncertainty involving such
probabilistic constraints on abatement costs, marginal abatement costs and their slopes can be

represented by sets of priors Cp,,.0) 11()] (1 a1 m()2, 01(m2] © A(O) of the form:

C(E,0) € [mP)(E), MP)(E)]

pEA®O):Ype (0,1, p|0€0: CL(E,0) e mP(E), MPY(E)] >p
C11(E,0) € [mP%(E), MP2(E)]

(8)

for nested families of increasing functions'® m(?), M) (1 pp(e)L i (P)2 pp(e)2 - [0, praee]
R>, for each p € (0,1] summarising the upper and lower probabilistic bounds on abate-
ment costs, marginal abatement costs and their slopes. As in the previous section, we con-
sider the case of single lower and upper bounds on the slope of marginal abatement costs; i.e.
Clon) M) fmn arton) o o) defined as in Eq. (8) with mP2(E) =" < C" = MWP2(E)
forall p € (0,1] and E € [0, E™*].

“For instance, they state (2023, §3.1.1) that the probability that equilibrium climate sensitivity is between 2.5°C
and 4°C is greater than 66%.

5 A nested family is one such that [m”, M®)] C [m®"), M#")] whenever p < ' and similarly for the deriva-
tives.
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Theorem 1 is a special case of a general result involving such probabilistic constraints. For
readability, we report the most general form in Appendix A.1 (Theorem A.1) and focus here on

a simplification obtained by making the following assumption.

*

Assumption 1. For optimal tax level 7*, suppose that Cr ;,;TT g, (considered as a random vari-
able varying with r) is independent from (E, — E,+)?, and that for all sufficiently small §,
@”;T:ET* , 6’\7’;;:*7&,5 ~ é\’"”(ET*), which exists for all » € (0, 1].

Moreover, suppose that D is differentiable at F,~ and that the expected slope of the marginal
damages over distributions with mean F « + €.« is approximately D" (B« +&4+), which exists.

Finally, suppose that E.- = L* € (0, E™"), the optimal quantity policy.

The first assumption concerning abatement costs corresponds to the independence stipulated
by Weitzman (1974, p486, footnote 1). The other assumptions concerning abatement costs
and damages are simplifications allowing, for example, replacement of average second-order
derivatives (Section 2.5) with second-order derivatives. The final assumption rules out potential
misspecifications arising from pricing policies (see Appendix A.l), so as to focus on the risk

and uncertainty comparisons.

Theorem 2. Consider any D C A(E) characterising uncertainty about damages, and suppose
that uncertainty about abatement costs is characterised by C[m(p) M), [m 1 M, [C7 T for
some family mP), M) m©1 NP and C" < C". Under Assumption 1:

0’2* ~ * A * 62* 2~ 07”6(\7‘//(‘[/*)

i~ Ty > 5 (D0 60 = 00) 45 (P, ~ 2 G EL
Risk Uncertainty

©)

where T is the optimal tax, L* the optimal quantity level, and &, is the expectation over r

under the uniform probability distribution u over [0,1].1°

Note first of all that this Theorem generalises Weitzman’s (1974) result concerning risk (Ex-
ample 1), as well as Theorem 1 involving categorical uncertainty. When there is only risk,
e~ = 0, so the optimal tax policy leads to a higher cost that the optimal quantity policy
whenever D”(L*) > C”(L*), as in Weitzman’s Theorem.!” On the other hand, when there

is only uncertainty, o2. = 0, so the optimal tax policy has higher cost whenever D", .. >
y Y, 0% P policy g L*L

C//
GrL
little is known about the slope of the marginal abatement costs, this inequality will hold: taxes

+eE *
C"(L*), which is similar to the condition in Theorem 1. As discussed there, when

lead to a higher total cost than optimal permits.
Eq. (9) tells us that between these two extremes, the comparison between optimal taxes

and permits turns, largely, on the extent of risk and uncertainty in our current knowledge about

The other notation is defined in Sections 2 and 3.
7Except for the use of expectations over parameters in the specification of the abatement cost function by Weitz-
man rather than over resulting emission reductions as here, the £ = 0 version of (9) is analogous to his result.
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abatement costs. As noted, the ‘Risk’ term in Eq. (9) is similar to the well-known Weitzman
term; economists typically consider that it is negative (Nordhaus, 2007). The ‘Uncertainty’ term
is compares the average slope of the marginal damage curve across the uncertainty in expected
emissions under 7* (i.e. between L* and L* + £.+) with the expectation of a term, %,
that is of an analogous form to that in Theorem 1. As argued in Section 4.1, given current

ignorance about slopes of marginal abatement costs, C” is can reasonably be considered to be

//6«7” L*
small, so /\7//7()
cr (L*)-c”

will be close to zero and the ‘Uncertainty’ term in Eq. 9 is typically
positive.

The comparison between taxes and permits thus depends on the extent to which the limits on
our scientific knowledge reflect bona fide uncertainty as opposed to risk. If o2, > 2. —i.e. the
extent of probabilised risk, captured by the variance, dwarfs the non-probabilised uncertainty, as
reflected in the ‘width’ of the set of priors C — then the negative, first term in Eq. (9) dominates.
Here, taxes involve lower total cost. If 2. > oZ. — the extent of dispersion between priors
in C outstrips the variance under appropriate worst-case priors — then the second, positive term
dominates. In this case, permits are more efficient. If Figure 1 and the frequent admonitions
as to the severity of the uncertainty concerning the economics of climate change (Stainforth
et al., 2007; Pindyck, 2013; Bradley and Steele, 2015; Stiglitz, 2019; Stern et al., 2022) are to
be believed, the second case most closely corresponds to the uncertainties facing us today. Pace
the conclusion typically drawn from Weitzman’s result, Theorem 2 would suggest that, under

current uncertainty, permits outperform taxes.

5 Robustness and Extensions

Weitzman’s (1974) Theorem has spurred a sprawling literature examining and extending the
comparison of pricing and quantity policies to a wide range of situations and contexts. This
literature is too vast to be surveyed here; suffice it to say that, to the best of our knowledge, this
is the first paper to consider the comparison under the sort of uncertainty present in the climate
context. Accordingly, we consider the exercise in this paper to be, like Weitzman’s, a first
step: the focus on an abstract emissions reductions problem brings out some central messages
concerning potential consequences of uncertainty, whilst leaving the study of implications for
specific markets and contexts for future research.

That said, it is worth briefly considering the robustness of the main messages from the results
in Section 4. To this end, we consider simple extensions across four separate dimensions: the
incorporation of constraints on higher derivatives, as opposed to the second derivative of the
abatement cost considered above; the representation of uncertainty using parametric families
of abatement cost functions, as opposed to (probabilistic) constraints; extension beyond the
(perfect competition) assumption that market reaction to a policy is dictated by the marginal
abatement cost function; and generalisation to more flexible attitudes to uncertainty. In the
interests of space, we include the most important results, relegating the statement of others to
the Appendices.
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5.1 Higher derivatives

Whilst the previous analyses incorporate constraints up to the second derivative of the abatement
costs, several parametric forms involve a positive third derivative of the abatement cost curve
(i.e. convex marginal abatement costs). Some model-based diagnostic studies (Kriegler et al.,
2015; Harmsen et al., 2021) tentatively corroborate this suggestion. We now extend our analysis
to incorporate such constraints. To this end, we present a result concerning sets of priors of form
C[m7 M1, MU, [m2,M2], [ T defined as in Eq. (6) with the added constraints that the second
derivative of the abatement cost lies in [m?(E), M?(E)] for all E, and the third derivative
always lies above C"” > 0 and below C”” > C"".

Theorem 3. Consider any D C A(E) characterising uncertainty about damages, and suppose
that uncertainty about abatement costs is characterised by C[m, M],[m?, M1, [m?, M2],[C" 77 for
some [m, M|, [m*, MY}, [m?, M?], and C" < C"". Then Tprice > Tyuant-

Moreover, if the third derivative of Cis approximately constant, then Tpice > Tyuant when-

ever e« > 0 for optimal tax ™™ and

2 . .
. 1| e X 20"(L*)  C"™(L*)\* (3C"(L*)  C"(L¥) R

D//q; y - AT o " L*
Lot 23 | Gy X X X X oL

(10)

where L* € (0, E™) is the optimal quantity level and X = C" (L*) — C".

The assumption concerning the third derivative of Cis merely for simplicity. The proof de-
livers a version of the result without this assumption, where cr (L*) is replaced by the average
third derivative C' 2 la Eq. (2) (Section 2.5); see Appendix A.3 for details. The points below
thus hold in the absence of this assumption, using the appropriate replacement.

Theorem 3 extends Theorem 1, showing that, even when incorporating a lower constraint
on the convexity of marginal abatement costs, optimal quantity policies are always at least as
efficient as optimal pricing ones. Moreover, Theorem 3 provides a sufficient condition for them
to be strictly more efficient. Like the condition in Theorem 1, it compares the slope of the
marginal damages with a multiple of the slope of the marginal abatement costs, though the
multiplicative factor is different here. Whilst there are a few studies suggesting convex marginal
abatement costs (Kriegler et al., 2015; Harmsen et al., 2021), no lower bound on its convexity
has been proposed, suggesting that C"” reflecting the current state of knowledge can be taken
close to zero. As C"” gets small and .+ increases, the multiplicative factor on the right of (10)
tends to zero, suggesting that the condition in the Theorem holds in the presence of significant
uncertainty. The general conclusion in the case of convex marginal abatement costs is thus as in
the previous analyses: in the presence of significant uncertainty, permits may be more efficient

than taxes.!®

8Whilst we have considered categorical constraints for illustration here, extensions of Theorem 2 comparable to
Theorem 3 are obtainable by similar techniques (see Appendix A.3). The conclusion of Section 4.2 thus continues
to hold when incorporating higher derivatives.
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5.2 Parametric abatement costs

Another potential form of uncertainty concerning abatement costs consists in certainty that cost
functions belong to a particular family (or families), and knowledge about the range of possible
or probable parameter values (Section 2.4, Example 2). Analogous comparison results can be
obtained in this case; see Theorem A.2 in Appendix A.4 for a general result. We illustrate them
by considering the power marginal abatement cost family, as used in the DICE model (Nordhaus,
1992) and beyond (e.g. Emmerling et al., 2019). More precisely, for any (a,b) € R2>0» let Oy (4 )
be the cost function in this family defined by these parameters, i.e. such that C1(E, 0 1)) =
f(E,a,b) forall E € [0, E™], where f(E,a,b) = a (%)b . We consider sets of priors of
the form Cy 4, defined by:

Cra= {p € A(©) : V0 € suppp, 0 = 05 4 for some (a,b) € A}

for A C R2>0. These are sets of abatement cost functions in this parametric family. We fo-
cus on families Cy 4 satisfying the following convexity property: for all 0 41 41,07 (42 2) €
supp Cy 4 and every 0 (3 43) € ©,if min{C(E, 0 g1 1)), C(E, 0 42 p2))} < C(E, 04 (43 13))
max{C(E, 0 q1 1)), C(E, 05 q242))} for all E € [0, E™], then 0 4343) € suppCy a.
Such parameter-convex sets contain all members of the family consistent with its derived range

of abatement costs.

Proposition 1. Consider any D C A(ZE) characterising uncertainty about damages, and sup-
pose that uncertainty about abatement costs is characterised by a parameter-convex power fam-
ily Cy a defined as above. Then Tyrice > Tyuant-

Moreover, if D is second-order differentiable at the optimal quantity level L* € (0, E™"),
then Tyrice > Tyuant Whenever there exists (a,b) € A such that e > 0 and

* * mazx\b % 7 * maz\b
b+1

o=

e2 \b+1 a a

where T* is the optimal tax level, € is such that f(L* + ¢,a,b) = 7%, and (@,b) € A is such
that f(L*,a,b) = 7" and f(E,c,d) < f(E,a,b) forall E < L* and (c,d) € A such that
f(L* e, d) =77

Proposition 1 suggests that the main messages of Theorem 1 continue to hold when uncer-
tainty is characterised by parametric constraints on abatement cost functions. First, taxes never
outperform permits: indeed, this holds for a wide range of parametric families (Remark A.1,
Appendix A.4). Second, there is a sufficient condition for permits to strictly outperform taxes,
which differs from that in Theorem 1, and is specific to the parametric family under considera-
tion. In the case of the power family, note that the parameter pair (@, b) characterises the highest

abatement cost function consistent with the uncertainty Cy 4 and relevant for tax 7*.19 More-

19 A simple argument shows that such a pair exists; see the proof of the Proposition, Appendix A.4.
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_ b b . . .
over, a (ﬁ) and a (ﬁ) are the marginal abatement costs of the first unit of emissions

under this member of the family and the other member considered. If this marginal cost is well

1 b
understood (as suggested by Figure 1), uncertainty concerning it will be low, and so M

b
g (ko)
will be close to 1. For any b < b and a chosen so that this ratio is 1 4+ ¢ for some small § > 0,

condition (11) reduces to

* * maxg %
Dy s 2 (T (B )> - (12)

e2 \b+1\ (1+d)a

(el
+ | oI
—_
VY
\]
*
—
S| %
)
8
S~—
S
~
o=

1
* maz\b \ © * (pmaz\b
Noting that for such (a,b), ¢ = (T(E)b I

o=

110z = , there clearly exist b such that
€ > 0 and the term on the right of Eq. (12) is negative. For small d, such b can be small, and
comfortably within the current range of uncertainty for the exponent in typical applications of
the power family.?’ This suggests that, for typical sets of parameters under this family reflecting
our current knowledge about (marginal) abatement costs, permits are more efficient than taxes.
This illustration is by no means meant to suggest that one cannot cook up sets of parame-
ters where condition (11) is not satisfied, nor that corresponding conditions for other parametric
families will necessarily be automatically satisfied. The aim is rather to show that a main mes-
sage of the previous sections carries over to the parametric case: uncertainty undermines the

purported superiority of pricing over quantity policies.

5.3 Market Imperfections

To this point, we have followed Weitzman (1974) in considering the case where the emission
reductions resulting from a carbon price 7 are determined by the effective aggregate marginal
abatement cost function, i.e. as C (7, 6) for abatement cost function @ (see Section 3.2). In
reality, this assumption often appears overly bold, for instance because of market imperfections
or because of agents’ uncertainty about the emissions associated with their actions (e.g. firms’
uncertainty about the emissions associated with their production decisions).

As arough gauge of the centrality of this assumption for our results, Appendix A.5 analyses
an extension where the ‘reaction function’ representing market reaction to a carbon price may
differ from the effective marginal abatement cost function. We establish a simple result (Propo-
sition A.1) under categorical uncertainty of the sort considered in Section 4.1. It shows that,
as in Theorem 1, taxes never outperform quantities; moreover there is a sufficient condition,
reminiscent of that in Section 4.1, for quantity policies to be strictly more efficient. As noted in
Appendix A.5, for some commonly discussed market imperfections, this condition seems to be
satisfied. This suggests that, although diverging from the competitive market case considered by
Weitzman involves further complexities, there is little evidence that it changes the fundamental

message that uncertainty may have significant consequences for policy comparisons.

®For instance, Emmerling et al. (2019, Figure A.4) consider a range between 2 and 4.6.
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5.4 Policy evaluation under uncertainty

The policy comparison exercises conducted above use the maxmin-EU decision criterion (1) for
evaluation. As discussed in Section 2.4, this framework affords a flexible representation of un-
certainty, which can cover the range of cases from risk — where uncertainty is fully summarised
by a single probability distribution — to categorical uncertainty — where no probabilities at all
need to be provided or postulated to represent the state of knowledge. The capacity to properly
reflect categorical uncertainty is particularly relevant for the purposes of this paper, given that
the current science provides, at best, a range of possible abatement cost functions with little or
no well-established probability judgements over them (Section 4.1).

Nevertheless, criterion (1) is a special case of several notable decision approaches. For in-
stance, recent work in the robustness tradition (Hansen and Sargent, 2008) has emphasised that
decision makers may be faced with a range of (structured) models, all of which may be misspec-
ified. This seems a fair description of the science behind the marginal abatement costs plotted
in Figure 1. Hansen and Sargent (2022); Cerreia-Vioglio et al. (2020) propose an extension of
their multiplier model for such situations, which can easily be applied, for instance to the set of
priors C(_ oo, 00), [m?,M11,[0,00) Fecognised as reflecting the scientific knowledge featured in Figure
1 (Section 4.1). Evaluation (1) corresponds to the special case of their model with no fear of
misspecification (Cerreia-Vioglio et al., 2020, Section 4): under misspecification averse evalua-
tions, policies are ranked even worse, suggesting that our results, if anything, are stengthened in
this context. More generally, their model is a special case of variational preferences (Maccheroni
et al., 2006) and they provide specifications related to the smooth ambiguity model (Klibanoff
et al., 2005), suggesting that our results may extend to these families; we leave explorations of
such possibilities for further research.

Beyond the issue of the representation of uncertainty, there is that of policy makers’ attitude
towards it. Both the maxmin-EU criterion (1) and the misspecification one translate aversion
towards uncertainty, motivated by the aim of ensuring robustness of the ensuing decision. In
Appendix A.6, we reconsider the policy comparison under a simple extension of (1) that allows
for a range of uncertainty attitudes, namely the a-maxmin EU model (Ghirardato et al., 2004;
Gilboa and Marinacci, 2013; Gul and Pesendorfer, 2015). Our result shows that the previous
comparisons do rely on the uncertainty attitude involved in the evaluation, but are not knife-
edge: even beyond evaluation (1), as long as there is enough uncertainty aversion, permits will
typically outperform taxes. However, in the absence of uncertainty aversion, neither policy
systematically outperforms the other: the superiority of taxes cannot be salvaged simply by

recognising uncertainty but postulating an appetite for it.
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A Appendix: Proofs and Extensions

A.1 General Result

We first state and prove a general result involving uncertainty characterised by probabilistic
constraints. The results in Sections 4.1 and 4.2 will be corollaries, as shown in Appendix A.2.

As a point of notation, for a tax 7, let

T = rgggr;g[apxaq (D(CTH(7,0),8) + C(Cy 1 (T,6),0))

We consider a general probabilistic lower constraint on the slope of marginal abatement costs,
which can be represented by C defined as in Eq. (8) with [m(”)2, M (#)2] = [C"P C7%] for all

p € (0, 1], for some C”? and C"” increasing (respectively decreasing) in p.

Theorem A.l. Consider any D C A(E) characterising uncertainty about dam-
ages, and suppose that uncertainty about abatement costs is characterised by
C[m(p>7M<p)]7[m(p>17M<p)1]7[m(p>27M<,,)2} for some family of probabilistic constraints
m) MP) P Ao (02 A2 i [m(p)2’ M(p)2] = [C"P,C"?] for all p € [0,1), for
some C"P C"r decreasing (respectively, increasing) in p. For any T such that T € oC (E) for
some E € [0, E™), and any D' € 0D(E,):

T, >C(E;) + D(E;) + e.(t + D)

2 . _ 1 —
+ or (ED” - <EUC””£,ET + ECOU(CTE;’ET, (B — Er)2)>)

2 (A.1)
—/IT
53 D//ﬁ’ E C—WCTET,ETﬂST
+§ B, Erte, — u——5F
T _C//T'
E”"E”‘_(;T —_—

where ED" is an expected average second derivative over the support of €™ under a worst-
case distribution over damage functions (see Eq. (A.12) and surrounding discussion below),
for each r € (0,1], 0, is impicitly defined for all r € (0,1] except a set of measure zero by
T— (e +6,)C"" € oCT (E, — 0,), and E,, is the expectation taken over r according to the

uniform distribution u over [0, 1].

Proof. Consider 7 such that 7 € C(E) for some E € [0, E™]. For each r € (0, 1], recall
that 7 € OC” (E,) and (by the definition in Eq. (2))

—IIT 2 -~ —
O = Y (C*(Br) - 7(B, - ) - CV(By))

It follows that

T
1T r

6(\T(Ev“) = E\W(ET) —(T+ CTET,ET(ET — E))(Er — Ep) + 9 (Br — ET)Q
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For each 7, and every r € (0, 1], let ,, € © be such that C(E,,0,) = 7 and C(E,,0,) =
cr (E;). (By the argument in the proof of Lemma A.1, Appendix A.7, such 6, exist.) We have:

—IIT

_ C
E,C(E,,0,) =E,C"(E,) — E, < ]-‘;E (B, — ET)Q)

(A.2)
. 1

—IIT 2 —IIT 2

:C(ET) - 5 (EUCTET,ETOT + CO/U(CTET,E7—7 (ET - Ef) ))
. . —IIT .

since E, B, = E; and E,(E, — E;)? = 02. In the second equation, E,C";_ p_is the expected

average second order derivative between E, and E, across the worst-case cost functions, and

the last term is the covariance with the square difference in emissions with respect to F;.

For each r € (0, 1], note that there exists § such that:
T~ (er +6)C" € 9CT(E, — §) (A3)

Moreover, by the strict convexity of cr (Proposition A.3), such 4 is unique. By the convexity of

C" and Rademacher’s Theorem (e.g. Rockafellar, 1970, Theorem 25.4), aCT is single-valued

except on a set of measure zero. So, for every r € (0, 1] such that aCT (E, —4§) is not a singleton

(i.e. C" is not differentiable at E,. —§) for ¢ satisfying the expression above, there exists a small

pr > 0and & such that 7 — (£, 46')(C"" +p,) € OC"(E, —4') and OC" (E, —§') is a singleton.
For each r € (0, 1], let d, be the solution to:

T — (e +6,)C" = O (E, — §,) (A4)
if such ¢, exists (i.e. when 6’\” is differentiable at E,. — ¢,.), and the solution to
T = (57' + 5r)(07/” + pr) = é\r/(Er - 57”)

otherwise. As noted above, ¢, is well-defined and it satisfies (A.4) for all » € (0, 1] except a set
of measure zero.

Let 6, be any cost function satisfying all the constraints for probability threshold r in the
definition of C such that Cy (E, — J,, 9}) = @"/(ET —d,) and C(E, — 0y, 9}) = @(Er —4);
such a function exists by the definition of C" and the fact that it is differentiable at the points
involved. Consider the function G : [0, E, + ;] — R defined by

C(E,6,) if E<E, -,
G(E)={ C(E, —6,,6,)+C" (E, - 6,)(E — E, +6,)

C//r ifET_5T<E§Er+€7-
+==(E - B, + 5 )2

This hits the C" curve at a point, and then increases with the r-lowest second derivative until

the marginal abatement cost reaches 7, which occurs at £, + ;. Note that GG is increasing,
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differentiable, strictly convex and satisfies all the constraints for probability threshold r in the
definition of C on its domain. Hence there exists ¢, € suppC with C(E,6,) = G(E) for all
E € [0, E; + ;]. Take any such 0,.

Note that, since

—~ T 2

"B = 5 (C* (B, — 6,) = C(Ey) + 75, (A.5)

is the average second-order derivative of C" in this range (Eq. (2)), we have

—~ —~ 82 ~nr
Cr(Er — 57‘) = CT(ET) — T(Sr + ETCTET,ET—&«

from which it follows that

—IIT

C(Br—6,)=7—6,C" 1 s (A.6)

Plugging this into (A.4) yields:

Er

o = C" (A7)

—IIT

"
TET 7Er_6'r - Q

otherwise.

for all » € (0, 1] except a set of measure zero. 6, = (C"'" + p.) == Sy
C"g, Br—s,—(C""+pr)

It follows, substituting these equations in appropriately, that

Ir

C(Eyr + er,0,) = C(Ey — 0r,0,) + C7 (Ey — 0,)(er + 6,) + —(er + 0,)?

2
572, —IIT
=C(E;,0;) — 76, + gcrET,ETfar

T Ir

+(r=6Cp, s )(Er +6) + 7(67 + 5r)2

82 —ur —~ T r

=C(Er,0r) = ETCTET,ET—& +7er — 6,6:CT g 5. + o= (e + 0r)

2
_ 12 /7_//7’
¢ °C'g, B, s,

2

&7

=C(E,,0,) + e +

—/IIT

CTET,Erf& _ C//r)? [

—~ T —IIT —IIT
I"r "r "r 2
—2C"C"g, p,—5,(C"g, p,—5, —C) + CC"g, E, s, ]

—IIT
e C"C'p, 5,5,
=C(E,0;) +Ter —

2 —IT I
"B, B—6, — C"

(A.8)

for all » € [0, 1] except a set of measure zero.
For a uniform distribution u over [0, 1], let p over {#,.} be the distribution over cost functions
that it generates; i.e. p({6, : r < r'}) = u([0,7']) for all /. p € C because by construction it

satisfies all the probabilistic constraints. Note moreover that, by construction, €., = €1°7. So
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E,C(C7(7,0),0) = E,C(E, +&,6,)
e2 C//ré?//T
:]EUC(ET7 97‘) +T1Er — ?T]Eu /\/7 Er,Er—0
CTEmEr*(gr _

r

(A9)

~ 1 ! —II
=C(E;) — 3 (EUCTE:,ETUZ + COU(C’TE:ET, (B, — ET)2)> + 7e,
1/
e C"Crp p s
TG :
"B E—s, — C"
by (A.2) and the fact that (A.8) holds for all » € (0, 1] except a set of measure zero.
Take any D e dD(E,) and recall that:
~ Ty 2 A~ A N
D
D, prte, = E. E_E,)? (D(EET,EE) — D(E;) = D'(E, ,E — ET)>
is the average second order derivative of D between ErandE. F = E. + ¢;. Hence:
. . . D//ﬁ’
D(E., ,E) = D(E;)+ D'e; + %53 (A.10)
by the specification of p.
Moreover, for any ¢ € D with E;D(E., E,§) = ﬁ(]EgTypE),
EqEGT,BD(E’ E) :EqD(E57,2E7 6) + EQEGT,EDl (E67,£E7 g)(E - EET,BE)
D"(£)
+ EqEe,, — (B — Ee, , E)’ (A.11)
R E D//
:D(EGT,BE) _I_ q2(€)0-72_
since €, = €/ and so E, ,(E — E, ,E)* = 07, and where, for each ¢ € E
2
" _
D'€) ~E—FF._ 5} (Be,,D(E,€) - D(E.,,F,€) - Ee,, Di(E,, ,F,€)(F - Ee, F))
Note that
”Dl (EET, E:E)
Ee,, <D(-, Ok, pp  (E— IEEWE)2>
D" (&) = = A.12
(g) Ee_np (E _ EETypE)Q ( )

so D"(&) is a (weighted) expectation, over €., of the average second derivative of the damage
function D(e, £) between €., and each point in the support of €, ,. So E,D" () is an expected

average second derivative over € 5, under the distribution q.
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Combining (A.11) and (A.10), and denoting E, D" (¢) by ED”, yields:

max EEe, , D(E, ) 2EE., ,D(E,¢)
qle [ (e
B . (A.13)
. . D//D ED//
=D(E;)+ D'e; + ET’§T+ET 2 5 o2

Combining (A.9) and (A.13), we obtain:

_ —1
T- —Igeag( (gé%(EqEGWD(E,{) +E,C(Cy (r, 9),9))

> max EEe, ,D(E, &) +E,C(C;'(7,6),0)
. » P

>C(B,) + D(E,) + ,(1 + D) (A.14)

N
DET Erter T E

U —~/IT

1"
"By Ep—6, — crr

as required. O

Let L* be the optimal quantity policy. Under the tax policy 7,

TT - Tquantity

> (C(E:) + D(E;)) = (L") + D)) + (7 + D)

1st order

~
Misspecification

0_2

2 . T 1 —IIT
+ 5 (ED” - (EUCTET,ET + —5cov(Cg, g, (Er — Eﬁ)) (A.15)

2
or

ro ‘ﬂmw

D’
+ DET 7ET +57 - ]E

Uncertainty

At this level of generality, the optimal tax policy 7* does not necessarily yield the optimal
quota for emissions reduction in expectation: i.e. F« may differ from L*. The first ‘Misspec-
ification’ term is the difference between the expected total costs under the expected emissions
reduction level generated by the pricing and quantity policies. Since the quantity policy provides
the emissions reductions level minimising expected total costs, this term is always positive. Re-
latedly, the marginal damages at the expected emissions reduction level £+ need not match (the

negation of) the optimal tax level 7*; whence the second, ‘1st-order’ term. Whenever the ex-
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pected worst-case emissions reduction under tax 7* is equal to the optimal emissions reduction
level L*, these two terms reduce to zero. By specifying this in Assumption 1, we concentrate

on this case in the text, hence focusing on the ‘Risk’ and ‘Uncertainty’ terms.

A.2 Proofs of Theorems 1 and 2

Proof of Theorem 1. Let 7* be an optimal tax level. Since neither 0 nor £E™%* are optimal
quantities, inf(o gmaz) dC(E) < 1 < SUp (g, mas) OC(E). Since C is strictly convex, there
exists E with 7* € AC(E). Suppose that 7* € JC(E) for some E # L*. By Lemma A.1

(Appendix A.7), there exists # € supp C with C1(E,0) = 7* and C(E,0) = C(E), so:

N A~

D(CHr*,0)) + C(CTL(r%,6),0) =D(E) + C(E)
>Ij(L*) + O(L*) = Tquant

since, by the strict convexity of D and C (Section 2.3), L* is the unique quantity optimum.
If 7* € AC(L*), then by a similar argument there exists 6 € suppC with D(C71(7*,6)) +
C(C7Y(*,0),0) = D(L*) + C(L*) = Tyuant- S0 Tyrice > Tyuant-

As concerns the second clause of the theorem, note first that the reasoning in the proof of
Theorem A.1 applies for any € < &,+. Noting that when C is generated by constraints o2, = 0
and that, since L* is the quantity optimum, 7* € dD(L*), the reasoning in the proof of Theorem

A.1 implies that, for 7* € dC(L*) and any € € [0, £,+]:

2 C//C«//T*
T >C(LY) + D(L*) + & | DIy, — ——Llr=d (A.16)
T* Z 9 L*,L*4¢ é,,T* _or .
L= —5 — &=
where 4 satisfies § = QNW Since, for sufficiently small ¢, D77 ;. =~ D"(L*) and

L*,L*—
c? I*L* +e = C"(L*) whenever these functions are second-order differentiable, T7+ > Tyuantity

whenever D" (L*) >

%, as required. O
Proof of Theorem 2. Under Assumption 1, the ‘Misspecification’ and ‘1st order’ terms reduce
to zero. Moreover @QZ*ET = @”//(ET*) o) Eu@"ngT = Eué?”(ET*) = C’”(ET*), noting
that C"’ (E7+) exists because cr U(ET*) does for all r. Substituting this in, proceeding similarly
for ED” and incorporating the assumption on the covariance yields the ‘Risk’ term. The sub-
stitution yielding the ‘Uncertainty’ term follows similarly, noting that the Theorem involves a

single lower bound on the second order derivative for all probability thresholds. O

A.3 Proofs: Higher derivatives

Proof of Theorem 3. The proof of the first clause is essentially identical to the proof of Theorem
1. The proof of the second clause is similar to that of Theorems 1 and A.1, with the passage
in the latter theorem concerning the function G (from Eq. (A.3) to Eq. (A.8)) replaced by

the following reasoning. (For notational simplicity, we provide the version for probabilistic
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constraints with a single lower bound C”” and a single upper bound C"” on the third derivative.
The rest of the notation is as in the proof of Theorem A.1.)
For each r € (0, 1], let 0, be such that
—1

T — (e, +6,)C" (E, —6,) — %(eT +6,)2C" = O (B, — 5, (A.17)

if such 9, exists (i.e. when 6’7" is twice differentiable at E,. — ¢,.), and the solution to
il 1 2/ =5/
7= (er +6,;)C" (Ey — 0y) — 5(57 +6:)°(C” + pr) = C" (B — 6r)

for some small p, > 0 such that such a solution exists, otherwise. By the reasoning in the proof
of Theorem A.1 (and the fact that, by the third-derivative constraint, the marginal abatement
curve is convex, so C/""\” exists except on a set of measure zero, by Rademacher’s Theorem), 9,
is well-defined, and for each r, it satisfies (A.17) except a set of measure zero.

Let 6, be any cost function satisfying all the constraints for probability threshold 7 in the
definition of C such that Cy (E, — d,,6,) = C* (B, — 6,), C(E, — 6,.6,) = C"(E, — §,) and
Ci(Er — 6y, 9;) —Cr //(Er — 4, ); such a function exists by the definition of cr (and the fact
that it is twice differentiable at the points involved). Consider the function G : [0, B, +¢,] — R
defined by

C(E,6,) if E<E, -0,

G(E) - C(Er —571,9;) +@I(ET _57")(E_ET+6T)

+E B0 (B B, 4 6,)2 + S2(E - B, +6,)°

ifE, -0, < E< FE.+¢;
This hits the C™ curve at a point, and then increases with the r-lowest third derivative until the
marginal abatement cost reaches 7, which occurs at F, + ;. Note that G is increasing, twice
differentiable, strictly convex and satisfies all the constraints for the probability threshold r in
the definition of C on its domain. Hence there exists 6, € C with C'(F,6,) = G(F) for all
E € [0, E, + ¢]. Take any such 6,.

Analogous to the definition of average second derivative (Section 2.5), define the average
third derivative C ;;/: E,—s, to be such that:

_— — — 82—y 83 —m
C’“(E,. - 57") = CT(ET) - (ET)(ST + ?TCT (Er) o ETCTE:,ET—&
from which it follows that
1 1 53 —~Inr
cr (ET — 5r) =7-0,.C" (Er) + ECTET,ET—JT (A.18)
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and

— — —IllT
C" (B —6,)=C" (Ey) = 6,C"p, g, s, (A.19)
Plugging this into (A.17) yields:
—1 2 It
e.C" (E,) + ZCr _
(6, +7)2 = 2 A(,,f;) e b (A.20)

T "
EmEr_ér - 07

for all » € [0, 1] except a set of measure zero. A similar expression holds, with C"” replaced by

C" + p,, otherwise. Hence

S = (X — 1)e; (A21)

2T B+ T s, \?
for X = ( S=—p el B}

" By, Br—5,—C"
It follows, substituting these equations in appropriately, that

C<Er + ET?&) = C(Er - 5%&) + @/(ET‘ - 5r,t)(€7 + (57")

+ (?"(]35—(»)(& +6.)° + 06/”(57 +6,)°
(B0 = 7.+ 2T (B =

= 8,87 () + SO ) e+ 60

LB - iﬁ’,;’,f,&_(» o407+ L 8

52 —1
=C(E,0;) + e + ETC’“ (Ey)

3 1 3 o
SO g (XD (X 1PX - X2 - y) + S
672_ /!
=C(Ey,0;) + 1e, + ?CT (Er)
3 —_ —~
- %T [X ’ (Crlfg:,Er—ar - Qm) - CT/J;::,ET—&}
-1 —1 T 3
e2 | —n 1 —mr er? (20T (ET) +ETCTET,Er76r)2
:C(Er, 97«) + TEL + ?T Ccr (Er) + gSTCTEhET_(;T — T
3 (6\’"2”134 - @) i
(A.22)

for all r € [0, 1] except a set of measure zero. Continuing as in the proof of Theorem A.1 yields
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an expression like Eq. (A.1) except that the uncertainty term (see Eq. (A.15)) is replaced by:

/T

3

—~ 5
pyp E, | G7(E,) + te,C7 )
By Brte, T Bu (Br) + 567075, B, -5, —

_1 o~
£ 2 <QCTII(E’“) +e:C"g, B, s,

o ‘ﬂmw

1
3 (é?lngE—é - @> :
(A.23)

Noting, as in the proof of Theorem 1, the simplifications implied by the problem under con-

straints, we obtain that 77« > Tiyantity Whenever

w

2

(2@”(1)*) + e C«///(L*)

>0

Wl IN

. . 1 .
DI peie . +C"(L7) + e C"(L7) — -
3 3e2, <C””(L*) _ C///)

The expression in the Theorem follows immediately by basic algebra.
We note finally that this proof also establishes a generalisation of Theorem A.1 to incorpo-

rate uncertainty in the third derivative of abatement costs. O

A.4 Constraints on parameters

We first provide a general result applying to any form of uncertainty concerning abatement
costs. Proposition 1 concerning uncertainty generated by parametric constraints is a corollary,

as shown below.

Theorem A.2. Consider any D C A(Z) characterising uncertainty about damages, and any
C C A(©) characterising uncertainty about abatement costs. For any T such that 7 € dC(E)
for some E € [0, E™], any D € dD(E;,), any p € C such that e;,E = € and any
family 0,., 0, € suppC for r € (0, 1] such that C1(E,,0,) = 7, C(E,, Hr); 6'\’”(Er), Ci(Er +
€r,0r) = 7 and 0, € supp p for every r € (0,1]:

T, >C(E;) + D(E;) + e.( + D) (A.24)
02 N —~ T 1 —~ T
+ 7 (EDH — <EUCTET,E7— + ;ECOU(CTEmEqJ (ET‘ — E’T)2)>> (A25)

™
NN

N 9 E Erter
+ o> [D%EETJFET + E—QEU (/ e (Cri(e, ;) — Chile,b,)) de — / eCH(e,HT)de>]

T 0 -

(A.26)

where all the terms are as in Theorem A. 1.

Proof. The proof is identical to the proof of Theorem A.1, apart from the part introducing &,
(from Eq. A.3 to Eq. (A.9)), which should be replaced by the following.
Now consider p € C with eT,EE = e;LaT (by the definition of €., such p exists), and 0, €
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supp p as specified in the statement of the Theorem. For each such 6,., we have:

E,

Er+er
C(E, + &7,6,) = C(E,, 6,) + (/ Ci(e,0,)de - Cl(e,ér)de>
0

0

ET\—‘—ET ET‘
=C(E,0,)+ <T(Er +er) — / eChi(e, b,)de — TE, + / eC11 (e, Hr)de>
0 0

Ey Er+ter
=C(E0,)+71e, + / e (C’H(e, 0,) — C’H(e,&)) de — / eCii(e, by)de
0

T

where the second inequality follows by integration by parts, and 6, is as specified in the state-

ment of the Theorem (as well as in the proof of Theorem A.1). Whence

IEBC(C’l_l(T, 0),0) = E,C(E, +¢.,0,)
=E.C(E;,0,) + EyTer

+E, </0Er e (Chi(e,br) — Crile,by)) de — /

A 1 ~ ~
=C(E;)+1er — 5 (EC’"GZ + cov(C”, ai))

+E, </OET e (Cri(e, ;) — Chile, b,)) de — /

Er4er
eC’H(e,@T)de>

r

Er+ter
6011(6,9,«)(16)

(A.27)

r

where the third equality comes from substituting in Eq. (A.2).
O

Proof of Proposition 1. First note that, by simple algebra, the parametric form f can be shown
to have the following single-crossing property: for every (a,b), (a’,b') € A, there exists at
most one E such that f(FE,a,b) = f(E,d,b). It follows that (@, b), (a,b) as specified in the
statement of the Proposition exist.

For the first clause of the Proposition, note that, if 7* € dC’(E), then there exists (a, b) € A
such C(E, 0y (o) = C(E) and f(E,a,b) > 7* and (', V') € A such C(E, 0y (1)) = C(E)
and f(E,d’,b') < 7*. By simple algebra, it is clear that there exists (a”’b”) € R%, with
C(E,0f ) = C(F) and f(E,a",b") = 7*. By the aforementioned single—crossiné prop-
erty, it follows that there must be E/ < FE such that f(F,a”, V") > f(F,a,b) forall I < E’
and f(F,a”,b") < f(F,a,b) for all F > E’ (if not, that would contradict C'(E, 0 ) =
C(E,0f,@npry) and C1(E, 05 (q5)) = C1(E, 05 ar pry)). S0 C(F, 0 4p) < C(F, 05 @ar pry)
for all /' < E and C(F,0f,p)) > C(F,0f g ) for all ' > E. By similar reason-
ing, there must exist £/ < F such that f(F,a”, V") < f(F,a,b) for all F < E” and
f(F,a",b") > f(F,a,b) forall F > E". So C(F,0f ) > C(F,0f ) forall F < E
and C(F, 0y (4 p)) < C(F, 04 (g ) forall FF > E. Tt follows, since Cy, 4 is parameter-convex,
that 6 (. 31y € Cy 4. The rest of the proof of the first clause is identical to the proof of Theorem
1, using 6, ) in the place of 6 there.

For the second clause, taking Theorem A.2, applying the reductions employed in the proof
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of Theorem 1 and substituting the parametric expressions for C'(e, 6) yields, for L* the quantity

optimum:

Emaz b+ 1

. . 20 . 2 L* \° bL* L* b b(L*
T, ZC(L*)+D(L*)+% D,[//Z’L*+E—|—€2<(a< )) _(a< +€> ) (L* +¢)

1
SO PAS IO 2% (bL*  b(L* +¢)
b

1
~ . 52 . 2 B T*(Emax) b b T*(Ema;r)
=C(L* D(L* — | D} ;. — | = —
C( >+ ( )+2 L,L+s+€2 b+1 a b_|_]_< a

(A.28)

using the fact that (@ (Efn—*ax)b) = (a (L;f;i;* )b) = 7*. For (a,b) taken such that ¢ > 0 is
sufficiently small, as in the proof of Theorem 1, this establishes the required result.
Remark A.1. The proof of the first clause of Proposition 1 only relies on the single-crossing
property of the parametric family mentioned at that point, and the fact that, if 7* € oC (E), then
a member of the family can be found with abatement cost C (E) and marginal abatement cost
7" at E. Since this holds for many parametric families, this establishes the non-optimality of
taxes for a wide range of parametric forms used in the literature.

For instance, it also holds for the logarithmic marginal abatement cost family used by Nord-
haus (1991), which is defined as in Section 5.2 with f(F,a,b) = a — bln(E™* — E) for
(a,b) € ]R2>0. In the case of this family, the following sufficient condition for Tpyice > Tyuant

can be obtained, by a reasoning analogous to that in the proof of Proposition 1:

2 [— (b(L* +e)— EL*) + Emer (g — bln Emaz _ (a — blnEm‘m))}
2

AT
DL*,L*_’_& >

(A.29)
€

where L*, 7%, (@, b) and (a, b) are as in Proposition 1.

The second term in this expression, @ — bIn E™% — (q — bln E™3%), is the difference in the
marginal cost of the first unit of emissions under this parametric family; as suggested by Figure
1), itis typically fairly small. Moreover, substituting in the expressions for L* and L*+¢ derived
from f, it is straightforward to check that the first term is negative for b < b and decreasing in
the ratio between two. Hence, for a range of typical parameter sets for this family, the condition
will be satisfied.

A.5 Market imperfections

In the main text, we have followed Weitzman (1974) in considering the case of competitive
markets, where the emission reductions resulting from a carbon price 7 are determined by the
effective aggregate marginal abatement cost function, i.e. as C L(7,0) for abatement cost func-
tion @ (see Section 3.2). A simple exercise for bringing out the extent to which the results

extend beyond this assumption involves retaining the abatement cost functions as specified in
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Section 2 for the policy maker’s objective, but allowing reactions to policies to be determined
by a function that does not coincide with the aggregate marginal abatement cost.

To this end, let W be the space of possible reaction functions: for each emissions reduction
level E, actual abatement cost function § € © and ¢ € ¥, R(FE, 0,1)) is the carbon price that
results in emissions reductions level E under the reaction function 1) when the real abatement
function is . Each reaction function reflects a possible market reaction (e.g. reaction of all
firms and consumers) to a carbon price; for instance, under the standard assumptions adopted
in the main text, R~(7,0,%) = C (7, ) for all 7. In the presence of market imperfections,
or if firms do not fully know their emissions or abatement costs when deciding on production,
the market reaction function may differ. For instance, there are several cases of monopolistic or
oligopolistic markets where the optimal tax is less than it would be under perfect competition
(Barnett, 1980; Levin, 1985), suggesting that R~ (7, 0, 1) > C’fl(T, 0) for such markets ).

As defined, reaction functions are compared to underlying effective marginal abatement
cost functions. Without such a benchmark, the comparison in Theorem 1 extends almost triv-
ially: whenever there is uncertainty, the optimal quantity policy strictly outperforms the optimal

pricing one.?!

Rather, we allow any correlation between reaction function values and actual
(marginal) abatement costs as long as they are local: for all 1) € ¥ and every 0,60' € O, if
C(E,0) = C(E,0'), C1(E,0) = C1(E,0"), C11(E,0) = C11(£,0") (and similarly for higher
order derivatives where defined), then R(F,0,1) = R(E,#',1). This reflects the idea that a
market reaction to prices corresponding to a certain emissions reduction level can be connected
to (marginal) abatement costs for this level, but not for levels too far away from it. ¥ contains
all non-negative-valued, strictly increasing, differentiable functions that are local in this sense.
The statements of the quantity and pricing policy optimisation problems are as in Section
3, with R7Y(7, 0, ) replacing C; 1(7,0) in Eq. (4) (and the addition of the expectation and
maximisation for W). We establish a version of Theorem 1 which extends beyond the standard
market assumptions, involving categorical uncertainty (on the part of the policy maker) in the
form of constraints on the abatement costs and on the reaction function, where the sets of priors
are defined similarly to Eq. (6). In other words, uncertainty about abatement costs is charac-
terised by C[m’ M), m M1, [C7.C7) 8 in Section 4.1, and uncertainty about the reaction function

is characterised by, for each 6 € ©:

R(E,0,v) € [mg(E), Mg(E)] } (A.30)

8 ) B — EA \I[ :V € ) D/
o, M) (BT {p (0):¥0 €SP b 0y € (BT

where mg, My and increasing functions of emissions reductions, for each 0, and R’ < R’ are
non-negative real numbers. Note that since R gives the aggregate marginal abatement cost

representing market behaviour, its first derivative indicates its slope.

'To see this, take any tax 7 with R(L*,6,v) =  for some @, and optimal quantity policy L*; since there is
uncertainty, R(L, 6’,1") = 7 for some other L, §" and ¢’. If the R value is independent of 6 these two equalities hold
for all § € ©. So the worst-case total cost of this tax is greater than or equal to D(L) + C(L) > D(L*) + C (L"),
since L™ is the unique optimal quantity.
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Proposition A.1. Consider any D C A(E) characterising uncertainty about damages. Sup-
pose that uncertainty about abfatement costs is characterised by C[m, M, fm M1, [C,T7) for some
[m, M), [m!, M*], C" < C”, and uncertainty about reactions by Eimg. My) R T7) JOT €ach
0 € supp quHml’Ml]’[Q’@],for some [mg, Mp) and R’ < R'. Then Tyrice > Thuant-

Moreover, the inequality is strict whenever €~ > 0 for optimal tax 7, D and C are second-
order differentiable at the optimal quantity level L* € (0, E™**), C'(L*) > R(L*) and

' AT R(LY (C"R'(L*) — R'C"(L*
D//(L*) > AEC (L ) o ( )(A ( ) — ( )>
R(L*) - R (R(L*) = RY)?

As is clear from its proof (Appendix A.8), the conditions in the Proposition are sufficient,
but far from necessary. Nevertheless, the first condition C’(L*) > R(L*) is, as noted above,
typically satisfied for a range of monopolistic and oligopolistic models; as is clear from the
proof (see Eq. (A.44)) this is often sufficient for the optimal quantity policy to outperform
the optimal pricing one. The other condition is reminiscent of that in Theorem 1: again, for
sufficiently small lower bounds on the slope of the effective marginal abatement cost function
and the reaction function, which arguably correspond to the sort of scientific uncertainty present
today (Section 4.1), it is satisfied.

A detailed discussion of this result is beyond the scope of this Appendix. There is no need
to enter into details, however, to see that it shows that the main message of the paper — that
uncertainty justifies a re-evaluation of the purported superiority of pricing policies — holds even

in the absence of standard market assumptions.

A.6 Uncertainty Attitudes

The maxmin EU evaluation rule (Eq. (1)) used in the main text encapsulates aversion to uncer-
tainty (or ambiguity). In order to ascertain the extent to which this uncertainty aversion drives
our results, we consider a simple generalisation that admits a wider range of ambiguity atti-
tudes, namely the a-maxmin EU rule (Ghirardato et al., 2004; Gul and Pesendorfer, 2015). In
the present context, it evaluates policy P, leading to a total cost T'( P, 6, ) under abatement cost

function ¢ and damage function &, by the negation of

amaxmax E,E,T(P,0,¢) + (1 — a) minmin E,E, T (P, 0 A3l

peC qeD p4(7>£) ( )pECqEqu(’7£) ( )

for o € [0, 1] an index of uncertainty aversion —higher « translates more aversion to uncertainty.
Maxmin-EU corresponds to the case where o = 1; in the case of categorical uncertainty, (A.31)
reduces to a version of the Hurwicz criterion (Hurwicz, 1951), which evaluates a policy by
a mixture of its best- and worst-case values across all potential abatement cost and damage

functions. For each o € [0, 1], let Ty, ,,,; and T,

price D€ the evaluations of the optimal quantity

and pricing policies under (A.31) with uncertainty aversion index «, defined analogously to Eqs
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(3) and (4).2

As a simple indication of the role of uncertainty aversion, the following result extends The-
orem 1 for continuous strictly increasing bounds on the marginal abatement cost and fixed lower
and upper bounds on its slope.”® To state it, we define, analogously to C and D, the following

best-case cost and damage functions:

C(E) =minE,C(E,0)
peC

D(FE) =minE,D(E,§)
qeD
Proposition A.2. Consider any D C A(Z) characterising uncertainty about damages, and
suppose that uncertainty about abatement costs is characterised by Cj,1 vy (o o) for some
non-negative differentiable, strictly increasing functions m', M and real numbers C", C" with
C" < Aml(B), . MY(E) < C” for all E € [0, E™]. Then

T[f:"zce - qojuznt (T +D( ))(C ( ) L*)
N 2 | aprr Q”CgTé,ETg —5 g L +L ETa,L; (Ers — L%)?
« 5 E o« B x4e x AZE* B,s=5 el 2 672.*
* Cl 2 .+ D N
P G o€ 0) R AP NN
2(C" CLL 7) 2

(A.34)

where T, is an optimal tax and Ly, an optimal quantity for uncertainty aversion index o, Erx =

CA"_I(TO*Z), 0 is as in Theorem A.1, 7y is as in Lemma A.2 below, and L is a solution to:

E,E, L L,o
min%?ffé%l pEq (D(L,€) + C(L,0))

Noting that L, — FE.+ and D (Erx) — —75 as a — 1, (A.34) reduces to the expression

in Theorems A.1 and 1 for the @« = 1 maxmin-EU case considered in the main text. It also

suggests that these are not knife-edge results. For large o < 1, Ly, is close to Erx, so (EsiL*)Q
2More precisely:
Tguane = min ( i?llai{pof)cﬂrﬁjfczl%iqé g,fﬁﬁ)&fgf)&L,e)> ) (A32)
and
eI B R GG00, ) ) w

ZExtending the notation introduced in Section 4.1, we use C[ml i, cr o) to denote the set of priors generated
by constraints on the marginal abatement costs and their slope, with no specific constraints on abatement costs. (So,
in terms of Eq. .(.6),. C[ml,Ml_],@,W] is shonhand for C(.—z?o,oo),[ml,Ml],M,@]') Not.e- that z.m extension of this
result to probabilistic constraints can be established combining the proof of this Proposition with that of Theorem
Al
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is small and the sign of the second ‘a’ term will be dictated by the sign of f)g{ B

atens
QCET* VE s« =6 . . . . . e
—eTE As discussed in Section 4.1, this can plausibly be taken to be positive for the
E_x ,ET* -5 =

current state of scientific uncertainty about abatement costs. Similarly, for « close to 1, D’ (Erx)
will be close to —7;, suggesting that the first term, though potentially negative, will be small in
absolute value. Since e,+ > C' (%) — L, this suggests that the combined contribution of the
first two terms is positive for large e+ and « close enough to 1. The sign of the final ‘1 —a’ term
will depend on the comparison of the distance between the tax and a lowest marginal abatement
cost (7 — C’(L)) and how far the L minimising the best-case total cost is from the optimal
quantity policy (L — L7,). This will depend on the details of the worst- and best-case marginal
costs and damages; for instance if m!'(E) = M'(E) — u for some constant ;, and similarly for
D, then L — L}, = 0 and the whole ‘1 — «’ term is positive. Summing up, (A.34) thus shows
that there will typically be a@ < 1 large enough for which optimal quantity policies outperform
optimal pricing ones.

Proposition A.2 also suggests that this may not hold when the policy maker displays a suf-
ficient degree of uncertainty seeking, i.e. when « is far away enough from 1. However, simple
systematic comparison is hampered by the dependence on the details of the marginal abatement
costs and damages. For instance, in the m!(E) = M'(E) — u case discussed above, where
L — L}, = 0, a fully uncertainty-seeking evaluation, with o = 0, will still rank quantity poli-
cies higher than pricing ones whenever there is uncertainty about the marginal abatement costs
(.e. 72— C'(L) > 0). So, whilst (A.34) reveals that permits cannot be guaranteed to out-
perform taxes under sufficiently uncertainty-seeking evaluations, it does not ensure that taxes

systematically outperform quantities, at least in the absence of further details.

A.7 Other results and remarks

Proposition A.3. Consider C generated by probabilistic constraints (be they on costs or para-

metric). For all r € (0,1], C" is strictly convex.

Proof. We reason for the case of probabilistic constraints on costs; the case of probabilistic

parametric constraints is analogous. Let C = C{m(p>7M<p>7m(p>17M<p)1,m(p>27M<p)2} and for every
C(E,0) € [m®(E), M) (E)]

p€(0,1,let©, CObeheO: C(E,0) € mPYE), MPI(E)] 5. Hence, by the
C11(E,0) € [mP2(E), MP2(E)]

definition of C, for every p € C, p(©,) > p.

Suppose that there exists = and p € C with p({0 : C(E,0) > z}) > r. Since, by the
previous observation, p(©1_,) > 1 —r, it follows that there exists § € ©;_, with C(FE, 0) > x.
So{z:3pelC, p{0:C(E,0) >x})>r} C{x:30 € ©,_,, C(E,0) > x}. Conversely,
consider z such that C'(E,0) > z for some § € ©;_,. By the nestedness of the family of
constraints defining C, any p satisfying the constraints for s < 1 — r and putting weight r on 6

satisfies all of the constraints (including those for ¢ > 1 — r); so there exists such p € C. Since,
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by construction, p({6 : C(E,6) > x}) > r, we have the converse inclusion. Hence
{z:3pelC, p{0:C(E,0) >z})>r}={2x:30 € ©1_,, C(E,0) >z}

It thus follows that

@”(E) :I;I;lgCXSUP {z:p({0:C(E,0) > x}) >r}

=sup{z:IpeC, p({6:C(E,0) > x}) >r}
=sup{z:30 € ©,_,, C(E,0) > x}
=sup{C(E,0):0 € ©1_,}

So C is the pointwise supremum of strictly convex functions, and hence strictly convex. O

Remark A.2 (Average second-order derivatives). Let f : R — R be twice differentiable, and
consider f;/, for z,y, € R, defined as in Eq. (2). Then:

T,

) = @)+ | " f(2)dz

— s+ [ (re+ [ )

So

==y (0) = 1) = P @)y~ ) (A35)
I ) e

S (J7 du) dz

which is a (normalised) expectation over the values of f” between x and y.

Lemma A.1. Under the conditions of Theorem 1, if y € oC (E) for some E, then there exists
0 € © with dg € supp C such that C1(E, 0) = y and C(E, ) = C(E).

Proof. Let 9C(E) = [z, 2]. By standard results in convex analysis, there exists dg, dg € C with
C(E,0) = C(E,0) = C(E), C1(E,f) = z and C1(E,f) = z. Since y € dC(E), there
exists « € [0,1] with y = ax + (1 — «)z. Consider the function C’ : [0, E™**] — R such
that C’(e) = aC(e,8) + (1 — a)C(e, 0). This function is clearly increasing, differentiable and
strictly convex since C(e,0),C(e, ) are; hence there exists # € O such that C' = C(e,0).
Moreover, for constraints m, M and every e, m(e) < C(e, ), C(e,0) < M(e), the same holds
for C(FE, 0). Since the same holds for constraints on marginal cost and its slope, it follows that

0 satisfies all the constraints, so dg € supp C, establishing the result. U
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A.8 Proofs of Results in Sections A.6 and A.5

Proof of Proposition A.1. Similarly to the definition of C (Section 3), define, for every £ €
[0, E™*) and 0 € ©

R(E,0) =maxE,R(E,0,1))
re&y
where &y is the set of priors over ¥ associated with . Since each reaction function is strictly
increasing and differentiable, R is strictly increasing and continuous in the first argument, for
all @ € ©. Moreover, define

R(E) = max ~ R(E,6)
9csupp C:C(E,0)=C(E), C'(E,0)cdC(E)
where the set over which the maximum is taken is non-empty, due to Lemma A.1 (Appendix
A.7). (It is closed, by the definition of C.) Again, Ris strictly increasing and continuous in the
first argument.
Let 7* be an optimal tax level. Since neither 0 nor £ are optimal and R is continuous and

A~ A~

strictly increasing, there exists E with 7* = R(FE). Suppose that 7 = R(F) for some FE # L*.

So there exists 6 € suppC and i) € supp & with R(FE,0,v¢) = 7* and C(E, 0) = C(E), so:

D(R(7*,0,9)) + C(R(7*,0,v),0) =D(E) + C(E)
>D(L*) 4 C(L*) = Tyuant

since, by the strict convexity of D and C (Section 2.3), L* is the unique quantity optimum. If

7% = R(L"), then by a similar argument there exists # € suppC and and ¥ € supp & with
ﬁ(R(T*a 97 w)) + C(R(T*a 07 1/1)7 9) = D(L*) + O(L*) = Tquant- So Tprice > Tquant'

As concerns the second clause, consider any tax level 7 such that e, > 0, and pick any ¢
such that 0 < ¢ < e,. Since R is strictly increasing and continuous, there exists a unique E
such that R(E ) = 7; call this value E;. Moreover, it also follows that there exists d such that:

7—(e+0)R = R(E: — ) (A.37)

By the definition of R, there exist § € ©,1) € W such that Cy(E, — 6,0) = C'(E, — §),
C(E; —6,0) = C(E; — 6), and R"\(E, — 6,0,1) = R(E, — §); take any such functions and
consider the function G : [0, E; + ¢] — R defined by

C(E,0) fE<E —6
G(E) = { C(E: —6,0) +C'(E; — 6)(E — E- +9)

o leT—6<ESET—{—g
+5(E — E; 4 0)?

Note that G is increasing, differentiable, strictly convex and satisfies all the constraints in the
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definition of C. Hence there exists § € suppC with C(E,§) = G(E) forall E € [0, E; + ¢].
Take any such 6.

By the locality of the reaction functions in ¥, R(E, — 4,0) = R(E, — §), so there exists
¢ with R(E; — 6,0,1) = R(E, — §). By a similar argument to that above, there thus exists P
with R(E, — 6,0,%) = R(E; — ¢) and R(E,0,%) = R(E. — 6) + R(E — E; + §) for all
E € [E; — 0, E: + ¢]. It follows in particular that R(E +¢,0,¢) = 7.

Note that, since

532 (C*(ET —8) - C(B,) + C*’(Ef)é) (A.38)

T

A1 o
C 77E7_6 -

is the average second-order derivative of C in this range (Eq. (2)), we have

2 —~
C(E, —6)=C(E;) —C'(E;)6 + %C’“;T,ET—a

from which it follows that

C'(E; = 6) = C'(B:) — 6Ch_p. s (A.39)
Similarly,
R(E; —0) = R(E:) — 6Rp_p__s (A.40)

where R E, E.—s 18 the average first-order derivative in this range. Plugging this into (A.37) and
using the fact that R(E,) = 7 yields:

§=FR c

L (A.41)
RET,ET—é - R

It follows, substituting these equations in appropriately, that
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I

C(E: +¢,0) = C(E; —6,0) + C'(E; — 8)(e + 0) + %(5+ 5)?

N ~ 52 .
=C(E;) - C'(Er)d + 50//7,&4
1

. A C
+(C'(Br) = 0C, 5, —5)(e +0) + 5 (e +9)°
52 ol

=C(E,) — 55’”7,&4 +C'(Br)e — 6eCh g5+ - (e+ 5)>
A A1 52 12 A
:C(ET) + C (ET)g + [_E E77E7_5

2(R/ET7E7_6 B E)2
2R CY s (R, p, 5 — R) +C" R, p, 5]

2 [ re Ry o s (C/Ry s~ RO, )
R R c R _ Er,Br—§ Er,Br—6 E;,E;—§
:C(ET) +C/(E7-)E+ 5 _ — ET?ET ) / + ~ ~
RET,ET—cS - R (RET,ET—cS - R)
(A.42)

Take any D' € OD(E,) and recall that:

N

~ 7 2 ~ ~
P, =5 (D(ET) + D'e — D(E, + e))

is the average second-order derivative of D between FE; and E; + €. Hence:
A A . A1D!
D(E, +¢)=D(E,)+ D's + %52 (A43)

Combining (A.42) and (A.43), we obtain:

Typrice = % (rgleag E,D(R(7,0,),8) + E,E,.C(R(7,0,%), 9))

> max E,D(R(7,0,v),§) +E,C(R(7,0,%),0)
y (4 P (4

>C(E,) + D(E;) +¢(C'(E;) + D)

A D/ "I 1 A1
e2 | . p RCL 5 _s Ry g s (C—RET,ET—B - ECET,ET—(s)
+ - BB te _ - Ty T = 5
T T / /
RET,ET—(S i (RET,ET—(S - R)
(A.44)

Since 7* € dD(L*) and 7* = R/(L*) for quantity optimum L* and this inequality holds for

every ¢ in the specified range, the result follows. 0

Proof of Proposition A.2. Note firstly that, by the specification of C[m1 M1 7 there exists
0 e supp Cp,,1 1y (o g With C(E,§) = C(E) for all E € [0, E™<), and Cy(E,f) =
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MY(E) for all E € [O,E™=®]. It follows, in particular, that, for every 7, C; (7, 0) <
C7Y(r,0) for all f € supp C[ml,Ml],[Q,W}- Similarly, by the specification of C[ml,Ml],[Q,W]’
there exists § € suppCj,,1 o o With C(E,f) = C(E) for all E € [0, E™], and
C1(E,§) = m'(E) for all E € [0, E™]. Moreover, it follows from these observations that
C and C are differentiable.

For any tax level 7, let B, = C'~1(7). We start with the following Lemma.

Lemma A.2. For any tax level T such that m*(L) < 7 < M(L):

minE, (D(C’l_l('r,e)) + C(Cl_l(’i', 0), 9))

peC
(r = C'(L))?
>D(L C(L —
D)+ OB+ 5 o

for v satisfying C'(E* — ) = 7 — C".

Proof. Analogous to the proof of Theorem A.1, consider § € supp C[m17 M1,[C” T such that:

(E) fE<L—~
C(E,0)=q C(L—7)+C(L—7)(E-L+7)

o fL-—y<E<L
+5(E—L+7v)?

where ~y satisfies
C'(L—7y)=7-C"y

By reasoning analogous to that used in the proof of Theorem A.1, such 6 (and 7) exists. By
construction, C (L, 5) = 7. Moreover, by the definition of L (in particular the fact that L
minimises D(L) + C(L)) and by construction (in particular the fact that C(FE,0) = C(FE)
for E < L — ), forall § € suppC[m17M1]7[Q7@], D(CTN(r,0)) + C(C(T,0),0) >
D(Cy (+,0)) + C(C\(7.,8),9).

Since

2
C(L =) =C(L) ~1C(L) + -Ch 1,

it follows from similar algebra to that in the proof of Theorem A.1 that

_ T=0'(1)
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Hence

. o
C(E.B) =C(L — ) +C'(L - ,m + L

=C(L) —¢'(D) + CLL 5+ (L)Y =7 CL - 7+7”72
(T - C’(J)
—C(L) + ——
C(L) + 27, )

establishing the result. O

We consider taxes such that m!(L) < 7% < M!(L). (If not, a similar reasoning applies,
leading to a weaker condition than that in the Proposition.)

By the definition of average second-order derivatives:

1/

O(L) —C(L*) 4. ¢ o CLrx )
C(L) =C(LL)+ C'(L)(L — L) — —===(L — L},)?

D) =D(L2) + DDIL - L) - “L5(L — L)

Hence, by Lemma A.2:

r;lé(rle (D(C’l_ (1,0))+ C(Cy (7‘,9),9))

r—C' 2
2D(L) + (L) + 5 (<C,,_C L) )
L,L—
D C// . - , 9
SGRUEIE SOTEE SR

for any 7 with m!(L) < 7 < M(L), since C'(L) = —D’(L) because L is a minimum.
Let L be a solution to:

mgnrgggcr(?eagE Eq (D(L,&) + C(L,0))

Theorem A.1 implies that:

max max E,E, (D(Cy ' (7,0),€) + C(Cy ' (7,6),0))

peC qeD
2 C//C«//
A a a € AT i Y S
>C(E;) + D(E;) +e-(1 + D'(E;)) + ?T By Brter — o om
Ckp,—s — 2

o/

AT * 2 * 2 * CET L * 'D/ér L
=C(L3) + D(Ly) + (7 + D'(En))(Br — Ly) — —5==(Er — L )? — —

rall
QCET JEr—6

11 al/l
Cep—s — "

ST | Hrr* _
2 ET 7ET +€T
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where e, = C'~1(7) — C'"~!(7), § is as defined in the Theorem and the final equation follows
from the definition of average second derivatives (Section 2.5).
Combining the previous two inequalities yields that, for any 7 with c-1 (1) <L} <L<
C7H(r):
E,E, (D(C; (7,6 c(C7Y(r,0),0
amaxmaxE,E, (D(Cy(1,),€) + C(Cr(76),0))

+(1-a) I;lel(ljlgé%lEpE ¢ (D(CTH(7,0),8) + C(Cy ' (7,6),0))

. . N Ch 1+ +
>a <0<L:;> + D(L3) + (7 4+ D'(E)(C (1) = Ly) = =2 (B, — L)
2 [ C”é” ol . +D i}
ei I"r* _ ET,ET—(S . * *\ VLvL LL *
+ 2 Er Er+der CA(%TvET_(S —Q > + (]' O[) (‘D(LQ) +C(La) 92 (L L )
_C/ L 2
4O )
2( vLL 'y)
—a (C(L2) + D(L)) + (1 = ) (C(L3) + D(LL) + alr + D' (B)(C™H(r) — L)
ﬁ l’j//’r* QHC%T’Effé CA’%‘NLE + ‘D%T’LZ (ET - LZ)2
+ 9 E; Er+er — C’g " - 9 e2
e 2 C// .+ D// .
200" CLy) 2

which establishes the result whenever 7} satisfies the specified condition. The other case follows

from a similar argument.
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