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Using a formal propositional language with operators “individual i assigns prob-
ability at least «” for countably many «, we devise an axiom system which is sound
and complete with respect to the class of type spaces in the sense of Harsanyi
(1967-1968, Management Science, 14, 159-182). A crucial inference rule requires
that degrees of belief be compatible for any two sets of assertions which are equiva-
lent in a suitably defined natural sense. The completeness proof relies on a theorem
of the alternative from convex analysis, and uses the method of filtration by finite
sub-languages. Journal of Economic Literature Classification Numbers: D80, D82.
© 2001 Academic Press

1. INTRODUCTION

Ever since Harsanyi’s (1967-1968) seminal contribution, type spaces are
the basic model in game theory and economics for describing asymmetric
information in a group of interacting individuals. In a type space, each state
of the world is associated with a state of nature, which describes the objective
parameters relevant for the interaction, such as the payoff functions, and
with a fype for each individual, which is a probability measure on the space
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of states of the world. What is crucial about a type space is that one and the
same set of states of the world both constitute the object of the individual’s
probabilistic beliefs and determines what these beliefs are. If necessary, the
implicit circularity of this construction can be unfolded by specifying the
beliefs of each individual about nature, about the other individuals’ beliefs
about nature, and so forth, in a recursive fashion.

When one abstracts from the quantitative aspects of the probabilistic
beliefs, and replaces each type by the support of the probability measure,
the result is a multi-person Kripke structure—a basic tool to describe cer-
tainty and knowledge. In a Kripke structure, each state of the world is
associated not with a probability for each individual, but rather with a set
of states that he considers as possible, without being able to tell which of
them obtains.

Kripke structures were axiomatized with an epistemic modal logic by
Kripke (1963), using a propositional language that has a knowledge oper-
ator K; for each individual i. As Aumann (1995) in particular has shown,
the logical formulation is of foundational importance because it enables
an explicit construction of the Kripke structure from more primitive state-
ments about the mutual knowledge of the individuals. These statements
are most naturally expressed in a logical syntax. Thus, the logical approach
attests to the generality and applicability of the model.

In this work, we strive for an analogous axiomatization of probabilistic
type spaces. More precisely, we want to find an axiom system for type
spaces, phrased in a simple language with probabilistic belief operators,
which will be sound and complete with respect to the class of type spaces,
such that the formulas which are valid in every type space will be exactly
the theorems of the system.

Our logical language is thus a limited extension of the Kripkean modal
syntax. All epistemic features are captured by belief operators L for ratio-
nal @ € [0, 1], to be interpreted as “i assigns probability at least «.” This
syntax with indexed operators was suggested by Aumann (1995, Section 11).
The set of axioms he states there is sound with respect to type spaces. We
show, however, that it is not complete, i.e., that not every valid formula in
the class of type spaces is a theorem provable from the axioms. The way we
propose to complete Aumann’s system might seem roundabout, and indeed
it remains an open problem whether there is a simpler complete system.
Nevertheless, the “complicated” extra inference rule that we need is closely
related to a condition introduced to resolve two fundamental issues in prob-
ability theory.

The first is the existence of a probability compatible with a qualitative
ordering of events. De Finetti (1951) stated a set of simple necessary con-
ditions on the ordering to be compatible with a probability, and asked
whether they are sufficient. Kraft et al. (1959) constructed a counterexample
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and introduced the missing condition for sufficiency—a condition to which
our extra inference rule is very close in spirit.

The second issue is how to characterize those pairs of a super-additive
lower probability and a sub-additive upper probability which can be sepa-
rated by an (additive) probability. Suppes and Zanotti (1989, Theorem 1)
introduced a necessary and sufficient condition, which is again related to
the one we employ. In all of these cases, the condition is needed in order
to use some version of the separation theorem or the theorem of the alter-
native in convex analysis.

As in ordinary modal logic, our language allows only for finite conjunc-
tions and disjunctions. This approach leads to a well-recognized difficulty
in investigating the probability calculus. This is the problem of “non-
Archimedianity.” For example, the set of formulas 3 which says that the
probability of ¢ is at least (1/2) — r for every rational r, is consistent with
the formula ¢ which says that the probability of ¢ is strictly smaller than
1/2, because every finite subset of 3 U {#} is consistent. However, there is
no real number for the probability of ¢ which would be compatible with
the whole set 3 U {}. When infinite conjunctions and disjunctions are
permitted, % could be made to imply the negation of i, and thus avoid
the problem. But in a finitary logic, such as Kripke’s and ours, this cannot
be done, so there is no hope of having strong completeness of the system.!
Put differently, the canonical space of maximally consistent sets of for-
mulas cannot be endowed with a probabilistic types structure compatible
with the formulas that build the states, because in those states that con-
tain the formulas of X U {¢}, there is no suitable probability for the set of
states containing ¢. Still, we do succeed in finding a complete system, in
which semantic truth in the family of type spaces, spelled out in the finitary
language, is a theorem of the system.

We circumvent the difficulty of non-Archimedianity by employing a
device which has led to successful completeness proofs of finitary axioma-
tizations of common belief. The idea is to choose suitable filtrations of the
full language to sub-languages with finitely many formulas.

This goal of axiomatizing type spaces has been approached also in arti-
ficial intelligence and theoretical computer science. We will in particular
discuss the connection of our work with that of Fagin and Halpern (1994)
and Fagin er al. (1990). In contrast with our work, they use a very rich
syntax, which expresses not only probabilities of formulas, but also valu-
ations for linear combinations of formulas. Implicitly, this means that the
individuals are required to assess directly not only the probability of state-
ments but also the “integrals” of some simple real-valued functions. Here,

'That is, we cannot hope to have a finitary system for probability in which if ¢ holds
whenever a (possibly infinite) set of formulas 3 holds in a type space, then 3 proves .
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we show that an appropriate axiomatization is possible with a much sim-
pler syntax, where individuals are required to express only their valuations
for formulas.

The paper is organized as follows: Definitions appear in Section 2.
Aumann’s incomplete system is presented in Section 3. In Section 4 we
introduce the inference rule needed to complete the system. Further axioms
which express the individual’s introspective capabilities and their implica-
tions are presented in Section 5. Section 6 concludes with a discussion and
connections with the literature. The proofs appear in the appendix.

2. DEFINITIONS

For the entire discussion we fix a set I of individuals. The formal language
< in is built in the familiar way from the following components: A set &
of propositional variables, the connectives — and A, from which the other
connectives Vv, —, and <> are defined as usual, and the modal operators
L! for any rational « in [0, 1], and every individual i € I with the intended
meaning “individual i assigns probability at least a.” The operator M —i
assigns probability at most «”—is an abbreviation defined by

Mg < Li  —o, (Def. M)
and the operator E{ —*“i assigns probability exactly «” is defined by
Elo < MonLl . (Def. E)

(It follows that —L! can be read as “i assigns probability strictly smaller
than «,” and —M! as “i assigns probability strictly greater than a.”)

The space T of type spaces that we aim to axiomatize has a typical
element

T= (Qa A, (Ti)ieh 'U)

where () is a non-empty set; s/ is a o-field of subsets of (); for every i €
I, T; is a measurable mapping from () to the space A({, () of probability
measures on (), which is endowed with the o-field generated by the sets

{neAQ,): wWE)=>a} for all £ € ¢ and rational « € [0, 1],

and v is a mapping from € x % to {0, 1}, such that v(-, p) is measurable
for every p € 2.

The validation clauses of our logic are stated inductively in the usual way
for the propositional connectives, and as follows for the modal operators L/,

T oL iff T(o)[¢])>a
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where

[p]={weQ: 1,0 = ¢}.

We use the familiar abbreviations, 7 = ¢ for [Vw € Q, 7, 0 = ¢], and
TEe¢for[Vred, rE ¢l

To save on notation, from now on we omit the superscript i in the prob-
ability operators when only one individual needs to be considered.

3. AUMANN’S SYSTEM

A starting point for axiomatization is the following system 2, which we
have adapted from Aumann (1995, Section 11).2 (The symbol - ¢ denotes
that ¢ is a theorem of the system, i.e., provable from the axioms, and T and
1 abbreviate ¢ vV =g, ¢ A =g, respectively.) Besides (Def. M) and (Def. E),

any axiomatization of the propositional calculus (A0)
Log (A1)
L, T (A2)
Lo(eAP)ALg(e A=) = Lyype,  a+B=1 (A3)
=L (¢ AP) A _'LB(QD A=) — _'La+[3997 a+p =1 (A4)
L,p — —Lg—¢ a+B>1 (AS)
If o< ¢then HL,op < L,y (A6)

PrRoOPOSITION 3.1. From 3 the following axiom and inference rule
schemata can be derived:

If o — ¢then WL, — L,¢ (A6+)
and - M, - M, ¢

M,—¢ - =Mgp a+p<1 (A5+)
E,Tand =M, T,a <1 (A1-A2+)

Eyl and =L,1l,a >0

2Note added in October 1999: In the published version of Aumann’s notes (Aumann 1999),
the system below does not appear anymore, and Aumann (1999, Section 15, p. 306) says that
he did not succeed in developing a deductive logic for his probabilistic belief grammer (as
opposed to the one for knowledge). The current work, therefore, fills this lacuna.
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L,p — Lgo B<a (A7)
Mo — Mgo B>« (A7+)
=L, — M,p (A8)
L@ Ap) A=Mg(e A—p) > =My, gp, a+B =1 (A9)
“M(@ Ap)A=Mpg(@ A=th) > =M, g0, a+B=1 (A10)
E.o < Ei_,~¢ (AL1)
E.¢ —> —Egp a#p (A12)

The proof is sketched in the appendix. As he stated it, the probability
logic part of Aumann’s (1995) system consists of (A0)-(AS), (A6+) and
(AT7). This last schema has just been seen to be derivable from the others.

The system 3 involves a rendering of the complementation axiom of
the probability calculus (cf. (All)), as well as of the uniqueness of the
probability values (cf. (A12)). What is not so easy to state in the finitary
language of 3 is the existence of a probability value for each formula, as
opposed to its uniqueness. Logical truths and contradictions do receive
exact probability assignments (cf. (A1-A2+)), but it is not clear how other
formulas do.

If the system 3 were a complete axiomatization of the class of type
spaces, it should be able to express the following basic relations of the
probability calculus: for any probability measure p and any two disjoint
sets 4 and B,

(i) wA)za, w(B)zp=>uw(AUB)=a+p

(i) w(A)>o, u(B)>B = w(AUB)>a+p

(i) p(A) = o, w(B) > B mAUB)>a+p

(iv) w(A) <a, w(B) =B mAUB)<a+p

V) m(A4) <a, u(B) <pB mAUB) <a+pB

(i) w(A)<a u(B)<pB = w(AUB) <a+p
In the system 3, the schemata (A3) and (A4) express (i) and (v), and
theorems (A10) and (A9) express (ii) and (iii). But there appear to be
no syntactical counterparts to the remaining properties (iv) and (vi) in the

system 3 of Aumann. The next proposition formally confirms that 3, is not
powerful enough to express them, and is thus incomplete.

=
=
=
=

PROPOSITION 3.2.  The following schemata (which express (iv) and (vi),
respectively) are not entailed by 3.:

M (e ANP)AMg(@ A=if) — M, g0, a+pB<1 (A13)
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M (o ANp)A=Lg(o A=) = =L, g0, a+B<1 (A14)

We prove this proposition by constructing a model in which 3 holds but
(A13) does not. (Schema (Al4) is easily seen to be equivalent to (A13)
given ..) Obviously, this model has to be a nonstandard one, with infinites-
imal probability values, since any standard probability measure should sat-
isfy at once all the relations (i)—(vi). The proof is in the appendix.

4. A COMPLETE SYSTEM

It would be enlightening to know whether the system 34 (A13) is com-
plete with respect to the family of type spaces. This question remains open
for the time being. We do suggest, however, introducing an elaborate infer-
ence rule (B), which is sufficiently strong to imply—given a relevant part of
>—all the syntactical schemata corresponding to (i)-(vi) and will be seen
to lead to a complete axiomatization. This inference rule refers to seman-
tic facts that are not so elementary as conditions (i)—(vi), and thus need
explaining in some detail.

Recall that a probability measure u on a space () defines the integral
functional on the collection of characteristic functions (of measurable sets),
and hence also on the semi-group of finite sums of such characteristic func-
tions. In particular, if a function f in this semi-group can be written as a
sum of characteristic functions in two different ways, then the two ways
of calculating the integral with respect to u will give the same result. Our
supplementary inference rule is closely related to this semantic fact.

More precisely, suppose that f is the sum of the characteristic functions
of E,...,E,, and can also be written as the sum of the characteristic
functions of Fy, ..., F,. This holds if and only if the points that belong to
at least one of E, ..., E,, belong to at least one of Fy, ..., F, and vice
versa, and similarly for the points that belong to at least two sets, three
sets, etc. Let us denote by E¥) the set of points that appear in at least k
of the sets E,, ..., E,,, and by F(X) the points that appear in at least k of
the sets F, ..., F,, i.e.

E® = U (E,N--NE,)
1<t <<l <m
FO — U (Fe]m...szk)

1<ty<--<ty<n

Using this notation and the convention that E®) = & if k > m, and simi-
larly F) = & if k > n, we clearly have that for f as above,

E® = F® for 1 <k < max(m, n).
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The existence of a well-defined integral of f with respect to w implies in
particular that

WE)>ea;fori=1,...m
and
u(F;)<Bjforj=2,...n
entail that
w(Fy) = (e + -+ ) = (By+ -+ By)-

Our supplementary inference rule (B), to be introduced now, is a syn-
tactical rendering of this entailment. If (¢4, ..., ¢,,) is a finite sequence of
formulas, we use the notation ¢¥) to refer to either the formula

Vo (e, A Ay,
1<ty<-<ly<m

or to L whenever k > m. If (¢, ..., ¢,) is another sequence of formulas,
the notation

(@15--'7¢m)<_)(¢1""711’n)

will refer to the formula

max(m,n)

A o® o y®),
k=1

(To illustrate how these conventions operate, consider the following exam-

pleem=2n=1, ¢ = ¥, o3 =—@ A, Yy = . Then (¢, @) <
(1) denotes ((,D(l) < ¢(1>) A (go(z) < @), that is to say

(1 V@) < ) A((01 A gy) < L),

which in the particular instance is a logical truth.)
The above semantic entailment can now be rendered by the infer-
ence rule

If ((e1,---s@m) < (¥y,...,¥,)) then

(( A Laf‘Pz‘) A < A MB,-%') - L(al+~-+am)—(ﬁz+~-+ﬁn)‘/’1> (B)
i=1 j=2
form,n>1and (e +---+a,)— B+ ---+B,) €[0,1].

The following proposition shows how the schemata bearing on condi-
tions (i)—(vi) can be recovered from (B), and that (B) admits of equivalent
reformulations.
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PROPOSITION 4.1.  In the presence of (Def. M), (A0), (Al), (A2), (AS),
(A6) and (AS8),
4.1.1. (B) implies (A3), (A4), (A9), (A10), (A13),(A14)
4.1.2. (B) is equivalent to (B =), which is (B) with m = n
4.1.3. (B) is equivalent to the following inference rule (B'):

If ((‘Pl""a‘lom)e(dﬁ"'%‘ﬂn)) then (B/)

<_'Ma1€01 A < A La,-ﬁ"i) A ( A Mg, %‘) - ﬂM(al+-~+am)—(ﬁz+~~+ﬁ,,)wl)
i=2 j=2

We are now ready to state the main result of this paper. Define 3* to
be the system consisting of (A0), (Al), (A2), (AS), (A6), (A8) and (B), or
more simply (though clearly redundantly) 3+ (B). Then,

THEOREM 4.2. 3% is a sound and complete axiomatization of 7 , i.e.,

Fs+ @ & Gf':qo

The proof of Theorem 4.2 employs the method of filtration (see e.g.,
Chellas (1980), p. 42), which has been used elsewhere in modal epistemic
logic to prove the completeness of systems that are not necessarily strongly
complete® (e.g., the Halpern and Moses (1992) or the Lismont and Mongin
(1994) common belief logics). With this technique, completeness is proved
“formula by formula”: one fixes the formula ¢ for which the implication

Fe = Fo

should hold, and proceeds to construct the finite space of maximally consis-
tent sets of formulas in the sub-language #[¢] generated by ¢, up to some
finite depth.

5. INTROSPECTION AND TRUTH OF BELIEFS

Up to now, we did not introduce any schemata concerning the beliefs
of an individual regarding his own beliefs. A natural starting point for dis-
cussing this issue are the usual positive and negative introspection axioms
(4) and (5) from epistemic logic, which are rephrased in our syntax as*

Lig — LiLig @

3An axiom system is strongly complete if for every formula ¢ and a set of formulas T,
I' = ¢ implies I' F ¢ (i.e., if ¢ holds in every state of every model where all the formulas in I"
hold, then there are ¢, ..., ¢, € I' such that y; A--- Ay, — ¢ is a theorem of the system).
“Note that - E, ¢ <> L, ¢.
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—Ly¢ > Li-Li¢ ()

Positive introspection, schema (4), states that if the individual is certain
of ¢, he is also certain that he is certain of ¢; negative introspection,
schema (5), states that if the individual is not certain of ¢, he is also certain
that he is not certain of ¢ (an axiom which has been the object of critical
discussion in epistemic logic and artificial intelligence).

Schema (4) is valid in the subclass of transitive type spaces I, satisfying

T(o) {0 €Q: T(o)<<T(w)})=1 VoeQ, iel

where for probability measures u and v, the notation u << v means that
w is absolutely continuous with respect to v, that is »(E) = 0 implies
#(E) = 0. In a transitive type space, each type excludes the possibility
that he assigns a positive probability to events that he himself is sure did
not happen. Thus, if he is sure that an event occurred, he is sure that he is
sure it occurred.

Schema (5) is valid in the subclass of Euclidean type spaces T, satisfying

T(w) {0 €Q: T(w) << T(o')})=1 VoeQ, icl

In a Euclidean type space, each type excludes the possibility that he assigns
probability one to events to which he assigns in fact a probability less than
one. Thus, if he is not sure that an event took place, he is sure that he is
not sure that it did.

In fact, we have

THEOREM 5.1.  The system X + (4) (2T + (5), respectively) is a sound
and complete axiomatization of J, (9, respectively).

Remark. We do know not if it is possible to formulate a general seman-
tic counterpart for the truth axiom schema of epistemic logic’

>0 (T)

Beyond the axioms (4), (5) and (T), known from the epistemic logic
of knowledge, our rich syntax allows us to consider further introspection
schemes. Consider the following generalization of (4) and (5):

Lio— LiL ¢ 4)

3The truth axiom is not generally valid in the subclass of type spaces in which  is in the
suppurt of T;(w) for every w € Q, i € I. We are grateful to Martin Meier for the following
counterexample: () = [0, 1], ¢ holds everywhere in () except for the state 1/2, and the belief
of player 7 in the state 1/2 is the Lebesgue measure. Then 1/2 is in the suppurt of 7;(1/2), but
the axiom (T) does not obtain in 1/2.
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i i_gi ,
-Lio — Li—=L¢ 5"

(See e.g., Gaifman (1986) and Samet (1997, 1998) for a discussion of higher-
order probabilities.) If, in a type space, the set of states [7;(w)], where
individual i has the same type as in @

[Ti(w)] ={o" € Q: Ty(o) =Ty(w)}
is measurable, and each type is certain of its type, i.e.,
T(0)[T(w)]=1 YoeQ, il

the type space is called a Harsanyi type space (Harsanyi, 1967-1968). The
measurability of [T;(w)] is guaranteed when the o-field s/ of the type space
is generated by a countable subfield sf, C s(. Indeed, in this case, [T;(w)]
is a countable intersection of measurable events:

[T(0)] ={w € X T(o') = T(w)}
= [N {0 e€Q:Ty(o)(A)=a}

Ti(0) (A)=a, Aesiy
a€[0,1] rational

THEOREM 5.2. The system 3T + (4) + (5) is a sound and complete
axiomatization of the class of Harsanyi type spaces.

6. DISCUSSION AND RELATED WORKS

The inference rule (B) (or its equivalent form (B=)) is very close in
spirit to the sufficient condition first introduced by Kraft et al. (1959) for a
“more or equally probable than” relation > on a finite algebra of events to
be represented by a probability measure.® In Scott’s (1964) convenient for-
mulation, the condition says that if the sum of the characteristic functions
of £, ..., E, equals that of Fy, ..., F,, and

E>F i=1,...m-1

then F,, = E,. De Finetti had previously assumed that the simpler
condition

E>-F & EUG>FUG

for events G disjoint from both E and F, would suffice. However, a coun-
terexample in Kraft e al. (1959) showed that de Finetti’s condition is not
sufficient for the existence of a probability representation.

The relation > satisfies & ¥ Q and E > & for every event E C (), and every two events
E and F are comparable—either £ > F or F > E.
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Qualitative probability relations have been investigated in some logic
papers. Following Segerberg (1971), Géirdenfors (1975) introduced the
binary relation > into a propositional language, and was thus able to
translate the theory of qualitative probability relations, including Scott’s
condition, into syntactical terms. He states a completeness theorem which
shares a significant feature with ours: It is proved using a filtration device.
This means that Gardenfors’s axiomatization, like ours, is proved to be
complete, not strongly complete.

The inference rule (B) is also close in spirit to the necessary and suf-
ficient condition found by Suppes and Zanotti (1989) for the existence of
a probability u between a pair (u,, n*) of lower and upper set functions
w, < p*, of which the lower is super-additive and the upper sub-additive:
For disjoint 4 and B,

1o(A) + 1 (B) < w(AUB) < p*(AUB) < p*(A) + w'(B).

The necessary and sufficient condition for the existence of a probability
satisfying u, < u < wp* is that if the sum of the characteristic functions of
E,, ..., E, equals that of Fy, ..., F,, then

ZIU«*(Ei) = Z,U«*(Fj)
i=1 j=1

Without this condition, counterexamples by Walley (1981) and Papamarcou
and Fine (1986) show that a separating u need not exist.

All these technical conditions share a common feature, i.e., they make
it possible to employ some version of the separation theorem or duality
theorem of convex analysis. In our case as well, the proof of the theorem
will use a general version of the theorem of the alternative.

The paper by Gérdenfors (1975) discussed above is an early example
of the logical work that can be done on reasoning about probability—to
borrow Fagin and Halpern’s (1994) phrase. The defining feature of this
area of probability logic is roughly that the probability concept (one way or
another) belongs to the formal language; and although formulas are seman-
tically assigned probability values, they receive only classical truth values.
The probability logics of this kind are devised to investigate whether state-
ments involving the probability concept are true or false. They stand in
sharp contrast to those logics in which formulas are assigned probabilis-
tic truth values, for instance in some of Lukasiewicz’s (1970) multi-valued
logics.

The logical work on reasoning about probability has received much impe-
tus from artificial intelligence and distributed systems; for an overview,
see Bacchus (1990). Fagin et al. (1990) and Fagin and Halpern (1994)
provide elaborate examples of this recent work, as well as computer sci-
ence applications. We will briefly relate these writers’ axiomatizations to
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the present one. Both of their papers have the same rich language. It
includes formulas like w(¢) > 2/3, to be read as “the weight of ¢ is
greater or equal to 2/3,” which are similar to ours, but also comparative
statements such as w(¢) > 2w(y), and more generally any statement of
the form a,w(¢,) + - - + a,w(¢,) > ¢, where ay, ..., a;, c are integers.
Their semantics has two cases, depending on whether or not all propo-
sitions are measurable, but in the measurable case, the weights w(-) call
for a probabilistic interpretation, and the structures to be axiomatized are
essentially like ours. (Fagin and Halpern (1994) add a Kripke relation to
the probability structure in order to interpret an added knowledge oper-
ator in the language.) The main validation clause states that the formula
ayw(eq) + -+ -+ apw(ey) > ¢ is true at a world if and only if for the prob-
ability measure given at this particular world, the corresponding inequality
holds. The axioms schemata reproduce the ordinary definition of a (finitely
additive) probability measure, as well as some of the arithmetic rules for
handling linear inequalities with integer coefficients.

The difference between this pioneering work and ours hinges on the
expressive power of the language. We axiomatize the probability concept
in terms of logical formulas that constitute a small subset of the set of
formulas permitted by Fagin et al. (1990). Intuitively speaking, the problem
of dealing syntactically with inequalities involving linear combinations of
probability values, i.e. integrals, if you like, is resolved by introducing the
powerful inference rule (B).

APPENDIX: PROOFS

Proof of Proposition 3.1.

e Proof of (A6+). If - ¢ — ¢, then - ¢ A <> ¢ from (AO) and
FL,(eA) < L, from (A6), whence - Lo — L,y follows from (AO0),
(Al), and (A3) with B = 0. In all subsequent proofs we normally do not
mention the role of (A0), (A6), (Def. M), and (Def. E).

 Proof of (A1-A2+). From (Al), (A2), (A5), and (A5+).

» Proof of (A7). If a > B, then taking ¢ = ¢ and changing indices
in (A4) leads to

F=Lgp A=L, gL — =L,y

and the result follows from (A1-A2+).
» Proof of (A8). Take ¢ =T and B =1 — «a in (A4) to get

= _‘La(,D A _|L]—Dz_|¢ — _'LlT
and apply (A2).
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 Proof of (A9). The following rule can be derived from (A3):
If F—=(ent), then FL,oALgh— LygleoVvy), a+p=1
Hence

FL(eAP)ANL_op=¢ = Li_g((¢ Ah)V—p), a+B=<1

and
FL(PAY)AMygp —> Mg(eV =), a+p =<1

 Proof of (A10). From (A8) and (A9).
* Proof of (All). From (Def. E) and (Def. M).
e Proof of (A12). From (Def. M), (AS), and (Def. E). =

Proof of Proposition 3.2. 1t is straightforward to prove that (A13) and
(Al4) are equivalent given X. We will show that % does not entail (A14).
To this effect, we will consider an augmented class of “type spaces” J for
which ¥ is sound (i.e., every theorem of X will be valid in all “type spaces”
in u7~) Then, we will show an instance of a negation of (A14) which holds in
one of these “type spaces.” This will mean that (A14) is not entailed by 3.

Consider that the ordered field R(¢) that results from adding an infinites-
imal & to R (R(e) can be represented by the field of quotients of polyno-
mials in x with the usual arithmetic, where ¢ is represented by 1/x). Let T
be the class of “type spaces”

F=(Q, 51, (T))jes, v)

where each i(w) is a finitely additive measure with values in R(e), which
assigns to () a total mass of 1 + &, where & is a positive infinitesimal or 0.

It is easy to verify that 3, is sound with respect to 7. (Notice that the
syntax remains unchanged, and in particular that the indexes « in the oper-
ators L, continue to take only rational values). Consider now the following
formula with the propositional variables ¢ and

Mi(e Ap)n—Li(@ A=) ALzg (3.2.1)

which is a negation of an instance of (Al4). We will exhibit now a model
7 e T for (3.2.1). Q will consist of three states

QO ={a,b,c}
with

[el={a, b}, [4]=A{a}.
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There is a single individual i, whose “type” in one of the states—a, say—is

T(aa} =T =5 e, Tab} =5 —=

It is easy to see (using (Def. M)!) that 7, a validates (3.2.1). Since (3.2.1) is
a negation of an instance of (A14), (A14) is not a theorem of ()—otherwise

(3.2.1) would have been false in all the “type spaces” T € J, contrary to
the above example. m

Proof of Proposition 4.1. 4.1.1. To derive (A3) from (B), apply it with
m=2,n=1,¢, = ¢ A, ¢, = ¢ A, ; = ¢, using the logical truths
(eA)V(eA—Y) < o and (¢ AY) A (e A—yh) <> L. To derive (Al4)
from (B), applyitwith m =1, n =2, ¢; = @, 1 = @ A, Iy = @ A Y,
using the same logical truths as for (A3). In the presence of (AS8), schema
(Al4) immediately implies (A4). Thus, given the assumptions listed in the
proposition, (B) implies 2. That it implies (A9), (A10), and (A13) then
follows from already-known facts about 3.

4.1.2. We have to prove that (B =) implies (B). We first observe that
forallm,n>1,if m>n

l_((@1’---7‘Pm)e(d’l!"'?d’n))(_)

m—n times
—_—
1

——
((9017--'7§Dm)(_>(¢17"'7¢n7 7""J-))

andif m <n

l_((QDl?""@m)e(lpl""’wn))e

n—m times

———
(o1 s @ Loy L) o (155 )
Now, if m > n, (A1-A2+) implies that

B (La@i A ALy @ AMpgpy A--- NMp i)
m—n times

<> (Lal(Pl ANER /\Lam(Pm /\Mﬁzdlz/\ /\Mﬁn(!/n/\ M()J_/\ /\MOJ_)

and we can apply (B =) to derive (B). A similar argument takes care of
the case m < n.
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4.1.3. Define (B’ =) to be (B’) with m = n. In view of 4.1.2. and a
similarly proved equivalence between (B’) and (B’ =), it is enough to show
that (B =) and (B’ =) are equivalent. To this effect, we can restate the
inference rule (B =) as

I ((=¢1- s =) < (=91, ..., ~¢,,))  then

m m
(( A Ll—a,-_"Pi> A ( A Ml—ﬁ,_“l‘j) - Ll—(a1+---+am)+(Bz+---Bm)ﬁ¢’1>
i=1

j=2

form>1land1—(a;+ - -+a,)+(By+ - B,) €0, 1]. Using (Def. M),
(B=) can be further restated as

If ((_"Pls cee _'<Pm) <~ (_"rl/l’ cee _'lv[lm)) then

(( A Ma,%) A < ALg %‘) - M(al+~~+a,,,)—(ﬁz+~-ﬁm>¢1)
j=2

i=1

form=>1and (a;+---+a,)— (B, + - B,) € [0, 1]. Contraposing the
consequent, interchanging the ¢; and ¢;, and rewriting the indexes appro-
priately, (B=) is seen to be equivalent to

If ((_'(Pla ,_‘QDm) <~ (_'dlla ’_'dim)) then

m m
<ﬁMm @1 A ( A\ La,<0i> A < N\ Mg, */’/> - *M<a1+---+am>(Bz+-~ﬁm>¢1>-
i=2 j=2

Hence, the desired equivalence between (B =) and (B’ =) will hold if we
prove the following theorem:

H ((901""7¢m) < (lpl"'w lpm)) <> ((_'9017 -.-,_‘QDm)
g (_'lvl'l’ SR _'dlm))

This theorem is proved from the following purely propositional arguments.
Forl<p<m,

EooV o (e A ne) <

l<ty<--<t,<m

- ( \% (“‘Pkl AR _‘Gka,)H))

]Sklﬁ"'ﬁkmfp+1§m
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or, more concisely,

F o « = ((—147)(’”*”“)) .

This is because in the canonical space of 2 truth valuations for ¢;
valuation belongs to at least p of the sets [¢;] ([¢;] is the set of valuations
in which ¢; is true) iff it belongs to at most m — p of the sets [—¢;], i.e., it
does not belong to at least m — p + 1 of the sets [—¢,]. Therefore,

(@) < (1)) o (=)™ P o (<) P,

so that

F AP o ) o A\ (=) o (D),
p=1 p=1

which is the same as

E AP o ) o A=) o (~p)P),

p=1 p=1
as was required to prove. ®m

Proof of Theorem 4.2. 'We leave it for the reader to prove the soundness
part. The only nonobvious step is to check that (B) is valid in every type
space. The required argument is sketched in the paragraphs that precede
the introduction of (B) in Section 4.

Now we turn to prove completeness, i.e., that for any formula

‘7|=¢ = |—2+¢.

Fix the formula ¢, and consider the restricted language <[] closed under
the following conditions: It contains only the propositional variables appear-
ing in ¢; it contains modal operators L! (and the derived operators M/ and
E!) only for individuals i for which such operators appear in ¢; the 1ndexes
a in these operators belong to the finite set A(y) of rational numbers in
[0,1] of the form p/q, where q is the smallest common denominator of the
indexes appearing in ¢; and it contains only formulas of depth smaller than
or equal to that of .
The depth of a formula ¢, denoted by dp(¢), is defined as usual by

« if ¢ is a propositional variable, then dp(¢) =0

* dp(—¢) = dp(e);
o dp(e; V ¢,) = max(dp(¢;),dp(¢,)), and similarly for the other
binary connectives;

* dp(L,¢) = dp(M,¢) = dp(E,¢) = dp(¢) + 1.
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The restricted language Z[¢/] gives rise to a set {) of maximally consis-
tent subsets. Formally, I' € &[] is said to be &[¢]-maximally consistent if
it is consistent for -y, and no formula of £[¢] can be added to I" without
making it inconsistent. Equivalently, () is the set of the I' N &[] where I’
ranges over the #-maximally consistent sets (for the definition and prop-
erties of maximally consistent sets, see Chellas (1980) or any text in modal
logic).

In the sequel, for every ¢ € Z[¢], the notation [¢] refers to the set
{I" € Q: ¢ € I'}. The following properties hold true of () and its subsets:

LEMMA A.1l.

A.1.1.  The set Q) is finite.

A.1.2.  All subsets of Q) can be described by a formula of <[], that is:
for every E C Q, there is ¢ € L[] such that E = [¢].

A.1.3. Forall ¢, ¢, € L[]

[ei] Slea]l Hf Fse 01— @y

This lemma is adapted from a similar one in the common knowledge
logic (e.g., Lismont and Mongin (1994)), and we will not prove it here. It is
typical of the filtration device used to reduce a generally infinite language
to a sub-language which is essentially finite. The sub-language <[] has
finitely many formulas modulo logical equivalence.

From now on we refer to a representative individual i € I, and omit the
superscript i in the modal operators. We state now relevant properties of the
Z[¥]-maximally consistent subsets. For any fixed I' € () and ¢ € I, define

&=max{e: Lo €T} and fB=min{g: Mg e T}

The maximum and the minimum are attained, because the set of indexes
A(y) in £[] is finite. Then:

Lemma A2
A2l ¥Yye A(),y<d=Lpeclandy>=B= M,peTl
A22. There are only two cases—either & = B and Ezo € T, while
E,o ¢ T fory#a,ora<p,and E,o ¢ T',Vy € A(Y).

A23. E—agg

Proof.  A2.1. follows from (A7) and (A7+). To prove (2.2), let us
assume that a > B Then, from A.2.1. , Lyo € I'and M;¢ €T, and from

(Def. E) a¢ € I'and Ezo € I, contradicting (A12). Thus, & < B. Now, if
a= B, we have that E~go € I' and from (A12) agaln E,o ¢ T fory#a. In
the case where o < ,8 the definition of @ and B implies that E,¢ € I' for
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no y € A(). To prove A.2.3., suppose that B—a> 1/g. This would imply
that there is a* € A(¥) N (a, B). But then, =L .o € I' and -M .¢ € T,
contradicting (A8). =

Given I" € ) and ¢ € <[] we define jlp to be either {a} if & = B or
the open interval (a, B) if & < B. A crucial step in the completeness proof
will consist of defining a probability measure T;(I") on the subsets of () with
the property that

Vo e Z[¢], T(D)([¢]) €%, (P)
Suppose that this step has been achieved. Then, we introduce the type space
T= (Q’ 207 (Ti)iel’ ’U)

with v defined by v(I', p) = 1 iff p € I'. The next lemma states (using the
terminology of modal logic) that 7 is a canonical model.

LEMMA A3. Assume that for each I' € Q, T(I') satisfies (P). Then, if
Lyo € Z[4],

nTELye iff Leel,
and similarly for M ,¢ and E, ¢

Proof. From left to right: 7,I" = L,¢ implies that T;(I')([¢]) > «
(from the definition of a type space semantics). Hence & > « (because (P)
and Lemma A.2.3. imply that either @ = T;(I')([¢]) > a or @+ (1/q) >
T;(I')([¢]) > @, in which case we also have @ > « since @, a € A(¥) ), and
therefore L,p €T

The implication from left to right is routine. The equivalences for
M,¢ and E, ¢ follow from the equivalence for L,¢ and (Def. M) and
(Def.E). =m

Granting the conclusion of Lemma A.3., the desired property that

TEYy = b

follows from the standard argument for completeness, as slightly modified
for the filtration device. (If 7 |= , then in particular 7 = ¢, which, using
Lemma A.3., implies that ¢ € I" for all I' € (), and the conclusion that ¢ is
a theorem follows from Lemma A.1.3.)

Thus, the only remaining step is to show that there are indeed probability
measures 7;(I") satisfying (P). This will be proved from the following version
of the theorem of the alternative (see Rockafellar (1970, Theorem 22.6) or
Rockafellar (1969, Theorem 3). The theorem is stated there for the real
number field, but, as mentioned in Rockafellar (1969, end of Section 2),
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it holds for any ordered field, and in particular for the field Q of ratio-
nal numbers.). The strength of the theorem comes from the fact that the
term “interval” in it refers to any kind of interval—open, closed, closed
on one end and open on the other, half a line or a single point. A linear
combination of intervals is the interval defined by

aljl+~-~+akjk={a1x1+~~~|—akxk: xlejl,...,xkejk}

THEOREM A.4 (Rockafellar). Let L be a subspace of QV, and let
Fs -, In be intervals in Q. Then one and only one of the following
alternatives holds:

(%) There exists a vector z = ({, ..., {n) € L such that
e, .., {neIy
(%) There exists a vector Z = ({y, ..., {y) € L*7 such that

LA+ + Iy In > 0.

LEMMA A5 (Main Lemma). For each I' € Q there is a probability mea-
sure T/(T') on 2 satisfying condition (P).

Proof. Let I'y,...,T, be the points of . Denote N = |2%|. Due to
Lemma A.2.2., N is also the number of sets of the form [¢] ranging over
Z[¥]. Select an order on these sets and a representative for each of them,
so that they can be written as [¢4],...,[¢xn] Since, by Lemma A.1.3,,
Q =[T], let ¢y = T. Consider the incidence matrix M of size ¢ x N,
where M(j, k) = 1if I'; € [¢,], and M(j, k) = 0 otherwise. The rows of
this matrix span the ¢-dimensional subspace L of Q" of rational-valued
signed measures on 2%, Fixing I' € Q and an individual i € I, we con-
sider the intervals .9y = .9, ,..., Jy = J, , and set out to apply Rock-
afellar’s theorem. Since, by (A1-A2+), - E; T and we chose ¢y = T, we
know that .7y = {1}; furthermore, by (Al) we know that all the intervals
Hs ..., Iy are contained in the interval [0, 1]. Therefore, alternative (x)
in Rockafellar’s theorem states that there is a probability measure 7;(I") on
29 which satisfies condition (P).

The other alternative (%) says that there exists z = (£, ..., Zy) € QY
such that Mz = 0 and {,.% + --- + {y-%y > 0. Multiplying Z by the least
common denominator of its entries, we get a vector of integers with the
same properties, so without loss of generality we can assume that z is a
vector of integers. Let Z* be the positive part of Z (with zeroes in place of
the negative entries of z), and z~ the negative part of z (i.e. the positive

"That is, zz = {4, + -+ {yéy = 0 for every z = (¢, ..., {y) € L.
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part of —z. z~ is thus a non-negative vector). Then alternative () now
reads (where 1y, ) is the characteristic function of [¢;]):

N N
Z ZlJcrl[wk] = Z 21:1[@(] and Z Z]J{er > Z Zk
k=1 k=1

k=1
or equivalently: There exist ¢, ..., ¢,, and ¢, ..., ,, possibly with rep-
etitions among the formulas, such that
m n m r n r
Z 1[<Pk] = Z 1['#;] and Z j<pk > Zjd/j (**/)
k=1 j=1 k=1 j=1

which, because of Lemma A.1.3, amounts to
(@17"->§Dm)<_)(l/j1a'~ l/jn) and er > Z?gb (**U)
k=1

Now, if jqfk (jl{j) is a singleton denote it by {gk}_ [resp. {B;}], and if it is
an open interval denote it by (&, &) [resp. (Ej, B;)] (from Lemma A.2.2

we know that these are the only possibilities). To show that (x+") does not
hold, we distinguish three cases.

Case 1. All of the .7, and j¢ are singletons. Then, >}, .7} is the
singleton {>/", a;} and 21:1 jw; is the singleton {Z } 1 B]} I" contains

Lg](lo17""Lgngm and MB](#],...,MB"lpn.

From inference rule (B) we conclude that I' contains also
L+ ta,)~(B,+-p,) ¥1- Hence, necessarily that

(@ +-+a,)— B+ B,) < Bi.
Since alternative (") implies that
a +-ta, > B+ B,
it cannot hold in this case.

Case 2. At least one of the intervals jgk is an open interval. Without
loss of generality let this be jgl = (e, @;). I contains

_‘Mglng,ngqu,...,LngDm and MBll’bl""’MBnl’[/"

(notice the use of Lemma A.2 to conclude that =M, ¢, € I). From infer-
ence rule (B)

Mo t-ra,)~(Br--B)¥1 €T
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Hence necessarily
(ar++a,)— (Bt B < B
But alternative (**”) now implies that
@+ @, =B+ B,
so it cannot hold in this case either.

Case 3. At least one of the intervals jlgi is an open interval. Without
loss of generality let this be .7, = (B 1> B1). T contains

Lglng,...,Lgm(Pm and _‘LBIl,lfl,MBZI,lfz,...,MBnd/n

(notice the use of Lemma A.2 to conclude that —=Lg ¢, € I). From infer-
ence rule (B) I' must contain L, .4 )—(3,4-8,) ¥'1, Whence necessarily

(e ++a,) =B+ B < B
But alternative (x*”) now implies that
a +ta, =B+ By,

a contradiction in this case as well.

This concludes the demonstration that (") cannot hold, hence from
Rockafellar’s theorem that alternative (x) holds, which asserts the existence
of a probability T;(I") with property (P), as required. m

Proof of Propositions 5.1 and 5.2 (sketch). The proof of these proposi-
tions involves a slight variation of the proof of Theorem 4.2. For (4) and (5),
the sub-language <[] will have to include also formulas with depth that
exceed by 1 the depth of ¢, to ensure that &[] contain formulas that
express introspection regarding formulas with the same depth as that of .
For (4’) and (5°), one has further to take care to choose T;[I'] = T;[I"] if I
and I” contain exactly the same formulas of the form L,¢, thus ensuring
that () becomes a Harsanyi type space.
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